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Hobby in Artificial Intelligence

* First introduced to Al by my PhD supervisor—

(E. Won).

* Feed-forward neural network (FFN) with
one hidden layer.

>g;i =b; +%; w{jxtanh(bj + Y Wi XX )

* FFN can describe wide range of functions
f(x).

xZ
>y =f(x)=1+ oo T cos(x)

»FNN with 4 nodes (13 parameters):

* Tried applying FFN to trigger for Belle II, but

it had performance limitations.
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Abstract

An artificial neural network algorithm is implemented using a low-cost field programmable gate array hardware. One hidden layer is
used in the feed-forward neural network structure in order to discriminate one class of patterns from the other class in real time. In this
work, the training of the network is performed in the off-line computing environment and the results of the training are configured to the
hardware in order to minimize the latency of the neural computation. With five 8-bit input patterns, six hidden nodes, and one 8-bit
output, the implemented hardware neural network makes decisions on a set of input patterns in 11 clock cycles, or less than 200 ns with a
60 MHz clock. The result from the hardware neural computation is well predictable based on the off-line computation. This

implementation may be used in level 1 hardware triggers in high energy physics experiments.
© 2007 Elsevier B.V. All rights reserved.
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Hobby in Artificial Intelligence (Al)

* In 2016, AlphaGo Al defeated well known
professional player. So | was curious and studied it.

» Al based UCT (Upper Confidence bound applied to Trees)
algorithm that utilized CNN (Convolutional Neural
Networks).

»>Learned about CNN, RNN (Recursive NN), LSTM (long short ==~
term memory) networks.

» Interesting but wasn't easily applicable for a "Search for CP
violation in D® - K*K~n*r™ at Belle" analysis.
* In 2020, utilized "DeepCSV" to tag b-jets in the
H(bb)H(bb) + p™sS analysis at CMS.
»DeepCSV: FFN with 4 hidden layers, each with 100 nodes

v
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and using RELU (rectified linear units). : o §
» Recently more CMS analyses starting to use DeepFlavor, il /
which consists of CNN layers, LSTM layers, and FFN layers. 0 o1 02 03 04 05 06 o7 08 09

b-jet efficiency
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Hobby in Artificial Intelligence (Al)

UCSB is a nice place to play tennis.
Good weather.

» After playing tennis with a computer
science PhD student at UCSB in summer of
2022, | talked about what research he was
doing.

* He said he was researching "transformers"
in the natural language processing field.

»He came to UCSB, quitting Naver.
»He did internships at Apple, Microsoft, ...

> He said transformers were not an RNN. My understanding of a "transformer”
. - t the time...
| gOt curious in what transformers were... atthe time
Primary coil . e Secondary coil
N[ 1A
3 ¥ : Output

inbdt
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Transformer neural network

* What is the transformer neural network (NN)?

» Developed for translation of English to German (English
to French) by a Google team in 2017.

»"Randomly" combined many concepts in the natural
language field according the intern on the team.
**Encoder/decoder structure
s Attention
**Residual connections
s Layer normalization
s*Warmup training
s*Label smoothing

o
...

»Encoder decoder structure.
s*Encoder: Transforms English to abstract language space.
s*Decoder: Transforms abstract language space to German.
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Google Paper (2017): Attention Is All You Need
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Figure 1: The Transformer - model architecture.
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https://arxiv.org/abs/1706.03762

Transformer neural network

* Why is the transformer good?

»For some unknown reason, when
increasing number of transformer NN
weights, performance also increases (No
limit??)

»Normal NNs have a limit of increasing
number of weights, because NN has a
hard time finding the optimum in
training.

»However requires a large data sample
for training.
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Google Paper (2017): Attention Is All You Need

Table 3: Variations on the Transformer architecture. Unlisted values are identical to those of the base
model. All metrics are on the English-to-German translation development set, newstest2013. Listed
perplexities are per-wordpiece, according to our byte-pair encoding, and should not be compared to

per-word perplexities.

Number of weights

N dua  dx b de dy Paoy an o (EE];) ]i’f;) parars
base | 6 512 2048 8 64 64 0.1 0.1 100K | 492 | 258 65
I 512 512 5.29 24.9
(A) 4 128 128 5.00 | 255
16 32 32 4.91 25.8
32 16 16 5.01 254
(B) 16 516 | 25.1 58
32 5.01 254 60
2 6.11 23.7 36
4 519 | 253 50
8 4.88 25.5 80
© 256 32 32 5.75 24.5 28
1024 128 128 4.66 | 26.0 168
1024 512 | 254 53
4096 4.75 26.2 90
0.0 5.77 24.6
0.2 4.95 25.5
D) 0.0 467 | 253
0.2 5.47 25.7
(E) positional embedding instead of sinusoids 4.92 25.7
big | 6 1024 4096 16 0.3 300K | 4.33 | 264 213

Translation score
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https://arxiv.org/abs/1706.03762

Tra n SfO r m e r n e u ra ‘ n EtWO r k Google Paper (2017): Attention Is All You Need

 What are the input and output of the network? Propabiles
» Input: English sentence where each word(s) is converted to a N-
dimensional vector.
s Example: My name is Jaebak. (EEm )
[ My: Converted to a N-dimensional vector (1.1, 0.2, 2.1, 3.4, ...) reed
. ¢ b n n .
» Output: Prediction of "next" Korean word(s). Output sentence is _ —— m‘ﬁ
made by an iterative processes. = I Head
ee Attention
Forward Nx
Iteration Pre-output Output . 4
Add & Norm
1 "Start of sentence" (Start) | (Start) Al ™ ”% Mlefﬁiid
2 (Start) X (Start) M| O| 22 | |5y
= o = © 7|TUHLOI ~ <\ /
3 (Start) X-” OlE: (Start) X-” OlE: = XH /1 Hd L’l El- Positional Positional
Encoding D ¢ Encoding
» Output gives probabilities of word(s), where a N-dimensional it ot
vector is converted to probability of word(s) i i
*»» Example: Probability output for iteration 1. Inputs (Sh%“(jg“rght) Pre-Output
Q Al: 50%
Figure 1: The Transformer - model architecture.
Q LH: 45%
Q...:5%

~
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ChatGPT (Generative Pre-trained Transformer)

* Based on the transformer, OpenAl made ChatGPT.
* Just used the decoder part of the transformer. v
* Input: Words of a sentence.

Output

»Example: One plus two is f\
e Qutput: Prediction of the next word 7i
»Example: three. Mi-Head
. 12 7 N
e Used a huge dataset from internet and huge amount of
weights (GPT3 has 175x10° weights...) T
»If each weight is 64 bits, weight is 1.5 Terra-Byte of data... \ ——— J
»When training the network GPUs are used. P Fostons
» A normal GPU has few GB of memory. High-end gaming GPUs have 16 Ot
GB of memory...

Outputs

* Because more weights could mean more performance, there is shited ight
a large investment in bigger GPUs. Nvidia...
»Many GPUs can be chained together to train transformers.



How did | study the transformer?

1 Encoder

Let’s set the source sequence of integers as |1, 4, 2|. Let’s call the index of each integer as iSrc.
1.1 Embedding

step adds the position information of integer into the list of floats.

1.1.1 Step 1: Conversion to list of floats called embedding.

INPUT: [1, 4, 2|

is an example of the dictionary.

iRepr =0 iRepr=1 iRepr =2 iRepr =3

iVocab = 0 1.2 0.4 -24 3.6
iVocab = 1 —4.4 2.2 1.4 2.2
iVocab = 2 3.2 —4.2 1.2 0.6
iVocab = 3 —-1.0 3.0 4.2 —-4.2
iVocab = 4 4.2 —0.6 1.2 5.2

The embedding has two steps. The first step converts each integer into a list of floats and the second

Each integer gets converted to a list of floats, which has a size of d_model. The conversion is called
embedding. A trainable dictionary can be used to convert an integer into a list of floats, where below

Made a document that has an example of

calculations for each step in network.

Have a Excel sheet that has all calculations of
transformer that were matched up with a

transformer example.

Gained better understanding and intuition of

transformers.

Took quite a bit of time because | was studying it

during my free time (weekends...)
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H — Zy analysis

* As more data is being collected at LHC,
becoming possible to see H — Zy.

e Run-2 showed an excess for both CMS
and ATLAS

»Run-2 CMS: Observed (expected)
significance is 2.70 (1.20).

»Run-2 ATLAS: Observed (expected)
significance is 2.20 (1.20).

»With Run-2 CMS+ATLAS, observed
significance above 3 o.
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https://www.nature.com/articles/s41586-022-04893-w/figures/2

H — Zy analysis
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* Could a transformer be used?

> Started to look into it in 2023.
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Event Classifier Transformer network (ETN)

* Tried out a minimal version of transformer to
classify between signal and background.
»Because more weights means more training data....

e Each input feature of event is converted to N-vector
through feed-forward network "embedding".

* Class token is given to decoder that "tells" network
to predict signal probability.

e Output is signal probability.

Jaebak (UCSB)
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Special techniques for training network
* Loss are used to train networks, where networks are trained to lower loss.

 Common loss is binary cross-entropy (BCE)  ¥:MLoutput  y:Truth

BCE(7,y) = —yIn(g) — (1 —y) In(1 — 9),

o OBCE y—y
Minimum when 9 =0 — 71— 3) =0 & Minimumwheny =y

e Use "extreme" loss instead of commonly used binary cross-entropy loss for
training network




Special techniques for training network

| N When y=0
E(y,y)Z/?)2(y_1)2dy
1 A A 10.00 ___ BCE loss
= —y [___1n(1—y)+ln(y>] Ext |
_— xtreme loss

-y |ty -9 - ()|

* Extreme loss penalizes more than
BCE loss for background events with 5 5.

high ML score. | _’//

5.0

0
7))
@)
-

»Can be helpful when one is sensitive tc 0.01 ——
backgrounds that have high ML score. | | | |
»Significance: ~ signal/\/Nbackground 0.2 0.4 0.6 o 0.8
“*High significance means less of a Neural network prediction
probability that signal is from background y

statistical fluctuation.

“@If Ngignal is fixed, need to work hard in
reducing background.



Special techniques for training network
* It is preferred that ML output is not be \

. CMS 138 fb'1(13 TeV) CMS 138 fb™' (13 TeV)

Correlated Wlth m,g,g—)/. g’ ‘H—>Z~‘/ ymH‘=y1'25A3£!séev ") Data E ESOO Hozy ,m‘ 12538GeV & Dpata ]
% soo:u tagged 1 igiﬁ;&x ~ % 500» Untagged 2 —§+ir:]p:1.1: ]

»>If not, a ML bin could have background peak at £ m=mecuisio | ) B i 510 -

. I 1505 [ ]+20 1 300~ + [ +2 .

the Higgs mass! https://arxiv.org/abs/2001.05310 ‘ ]

* Can use Disco (Distance Correlation Lo A ,;;;x,f
regularization) in training to decorrelate mﬁﬂﬂ' f~ﬁ+ﬁﬁ+#w*“m o :

. ! et ”'oﬂ L . !

network Output Wlth mgfy. B TR T T R T B O T R 1 IR oo s 160170

Data-B
o

m;, (GeV) m;, (GeV)

» Disco measures the dependence between ML S AR ‘fijf’;‘ﬁ“”evj CMS e 1_32:‘<1?T6V§
output and myp,, where value of Disco is zero if £ ™™™ - Smoman :()

. . 2500 B +10 E ao0of- [ +10 E

and only if ML output and are m,,, independent. = | S 3 SEI

1500 |

sl

2000

1000 F

* Method of using Disco

wobe | +‘ ' '8 component sublracted ]

. ) . S o +u.++f+ FE I .ui

10— 1O . M . 1 10 [a] r ’
Loss = LosSclassifier (¥, Y) + A - DisCo (mass, 1) . A e
110 120 130 140 150 160 170 110 120 130 140 150 160 170

my, (GeV) my, (GeV)

BCE loss or Extreme loss
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Special techniques for training network

* Training is done with many epochs
» Train NN with data (epoch 1) el Tt
»Train NN with data again (epoch 2) 50310 \ £ 150 MMW/M
»Train NN with data again (epoch 3) o o T
> T Toochs o Epochs

* Choosing best NN model based on significance during epoch.

» For each epoch, evaluate significance.

»Best NN model is selected by epoch which had highest significance.

»Normally best NN model is selected by lowest loss. But highest significance and lowest
loss do not always agree.

 Calculation of combined significance
» Divide sample into bins based on ML output, where each bin has equal number of signal

events. N
» Calculate significance for each bin: Significance = \/2 [(Ns + Np)In (1 + N—S) — Ns] ,
. . .o B
» Combine significances: " _ L
Another way in calculating significance that works event

Total significance = Significance; )?,
& zi:( & i) with small number of events



MC Dataset

* Generated MC using Madgraph, Pythia8, and Delphes3

»Found a python2 bug for Madgraph-pythia8, where pythia8 command sequence would
become mixed. Fixed Madgraph code to resolve issue. Shouldn't be an issue with python3.

* Needed to learn how to install Madgraph, Pythia8, and Delphes3...
»Took a bit of time...

Madgraph and Delphes Tutorial...

Madgraph Tutorial...

Installing delphes...

Installing PYTHIA? No. Want madgraph first....
Install el7-root 6.24.06...

cmssw madgraph. . .

What versions are used for CMS?...

Installing Dephes 3.5.0...

MG5+Delphes...

Installing madgraph 2.6.7...

Looking into cmssw...

Installing LHAPDF 6.2.1, hepmc2 2.06.11, pythia 8.230, madgraph 2.6.7,
GnuPlot...

Using Madgraph 2.6.7...

My Emacs Org document on figuring out how to install Madgraph, Pythia8, and Delphes3...

*
*
*
*
*
*
*
*
*
*
*
*
*

*




Learning how to analyze LHE, HEP3, and Delphes files

* Learn how to analyze LHE files, HEP3 files,
and Delphes files...

* Tried comparing theory predictions with
generated files. Used Wolfram Engine with Jupyter
* Integrate to get angular distributions
> Used V§ = 125 GeV and Z — dd couplings

> Limit © to 0.999415 (p). =1GeV)coso = /i — 12,5/~ m3)?

Drell-Yan (+ISR) process larXiv: J. Gainer]

1 do B
N’ dcos©Odcosfdp

(92 +92) (9% +92)G1 + (92 — gD) (9% — 92)Go

with

g1

|:(m£112 + 5%)(3 + cos26) (4 csc? © — 2)
+8m7, § sin? (2 + cos 2¢)

+8miaVs (mfz + §) cot © sin 26 cos gb] :
Go = 16c¢scO [(m‘fg + 5%) cosf cot ©

+ mi2Vs (m%Q + §) sin # cos ¢} :
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Gluon fusion production of Higgs
1 do
N dcos©Odcosbdo

= (14 cos? ) ,

18


https://arxiv.org/pdf/1112.1405.pdf

Generation of Drell-Yan (+ISR) [dd] sample

* Generated samples to customize production and modify generator cuts

(Loosened default (y,?) pT, eta,

»MadGraph5 2.9.11, Pythia 8.307, LHAPDF 6.5.2, Delphes 3.5.0 AR(y, £) generator cuts)
« Generated Drell-Yan (+ISR) from dd production with v§ = 125 GeV, p)T/ > 1GeV.

generate d d~ > z a, z > 1+ 1-

» Calculated angles using generator information (gen. info). [Before showering with Pythia]

022 —
‘ aL18 =
a6}

a4l [ 0.5 e -

a2

Y RN PR B e e o e i SIS TRA  RY Rrr i Rp et SR =i I BT BT B T 0.2
06..04 —02 o) 02 0.4..06 o038 d'10 ....................... 7

O 1 L1 ‘ 11 \ - J L1 \ S TN N S — J 1 1 \ 11 1 | - J 1 1 J
—1 0.8 0.6 0.4 0.2 (0] 0.2 0.4 0.6 0.8 1

* Agrees well with integration calculations.



Generation of gluon fusion production of Higgs sample

* Gluon fusion produced from Madgraph

import model heft; generate p p > h

* Higgs decayed by Pythia.

* Showers included by Pythia.

 Calculated angles using gen. info.

0.8 higgs+shower

cael v o Tt |
045

|

L L L I T L L Ll L L L
0.8 0.6, 0.4 0.2 4 0.2 0.4 5 0.6 0.8 dn

cos®

Pythia

* Agrees well with integration calculations.

Jaebak (UCSB)

diagram 1 HIG=1, HIW=0, QCD=0, QED=0
do
o D _—
higgs+shower 1—{ higgs+shower
) 0.97 -
aAL18|— -
I 0.8 {
A16 | . - —_ — 0.7
0.6 —
a4 N >
0.5 . _
a1z 0.4~ LA —
0.3
e | NI EPEPEFES BT B I SR I ‘ ‘ ‘ ‘ | ' ’ ’ ’
| B S S S S S S S S S S S S S S S S S S S S S S S S S S - |
8 ? 3 ? 5 g ¢ O.?__ —0.8 —0.6050.4 0.2 e 0.2 0.40.50.6 0.8 110
coso
H to Z gamma meeting (Sep. 26, 2022) 20




Implementing H = Zy reconstruction

Muons Z candidate Typically
. . use first H
e signal Best candidate with £ mass g Gk
Order closest to 90 GeV is shifted to first Note: Reconstructs only if
pr K2 loose Z(££) AND signal photon exists
0, signal Order Z (U3piy)
v Only signal H (,Ll U )
signal 3U4
Fa & Order
2. muon Z (uqp3) j\> H (130477)
3. electron 7 (a1ta) H (u314Y3)
Electrons
o Z(eje3) H (U11371)
O(\\\\s\% v
Order €1 signal Photons J H (H1443Y2)
DT €2 signal Order signal, 1t pp. j‘> H (u1u373)
v 1. signal criteria Y2 signal, 2" pp o
€ loose 2.p
T v| ¥3 loose




o 1), nyrdine b ppubleading £ pyeydorapidity angle of

the photon and leptons.

e Minimum AR (¢*,~), Maximum AR (¢*,v): Min-
imum and maximum AR between leptons and the
photon.

e Flavor of /: Flavor of lepton used to reconstruct
the Z boson, either being an electron or a muon.

° pgﬂﬁ /mgh: pr of the reconstructed Higgs boson
candidate divided by the mass.

° pgfz : Projection of the reconstructed Higgs boson
pr to the di-lepton thrust axis [29].

e 0'%7: Mass reconstruction error of the £/~ candi-

date estimated by binning signal events in 7 and
pr for the photon and leptons, and measuring the
signal’s mass width for each bin.

e cosO, cosf, ¢: Production and decay angles that
determine the differential cross section of H —
Z (0t )y and qq — Z (£107)~ [30, 31].

® pr /M, plj(fading £ p?bleading . Momenta of the
photon and leptons.

Jaebak (UCSB)

Implementing input features for ML input

Delphes3 does not have photon resolution...
Made a custom photon resolution variable.

22



Background my,,, distribution for BDT

When binning events by BDT score with equal
number of signal events, background m,,,
distributions look like below.

* Trained BDT with 12 below features

leading ¢ subleading K
¢ 77’77 77 ) 772

the photon and leptons.
e Minimum AR (¢*, ), Maximum AR (¢/*,~): Min-

imum and maximum AR between leptons and the
photon.

Pseudorapidity angle of

e Flavor of /: Flavor of lepton used to reconstruct
the Z boson, either being an electron or a muon.

° pgf” /mue~: pr of the reconstructed Higgs boson
candidate divided by the mass.

° pTV Projection of the reconstructed Higgs boson
pr to the di-lepton thrust axis [29].

e 0f7: Mass reconstruction error of the ¢/~ candi-
date estimated by binning signal events in 7 and
pr for the photon and leptons, and measuring the
signal’s mass width for each bin.

e cos O, cosf, ¢: Production and decay angles that
determine the differential cross section of H —

Z (0T )y and qqg — Z (£707)~ [30, 31].

Jaebak (UCSB)

Normalized / 1 GeV

Correlation represents how much m,,,
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distribution changes between ML bins.
Smaller means less of a change. 23



Background my,,, distribution for BDT

* Trained BDT with 15 below features

leading ¢ subleading £
77’77 772 ) 77( :
the photon and leptons.

Minimum AR (/*,7), Maximum AR (¢*,v): Min-
imum and maximum AR between leptons and the
photon.

Pseudorapidity angle of

Flavor of ¢: Flavor of lepton used to reconstruct
the Z boson, either being an electron or a muon.

pﬁ,@ /mue: pr of the reconstructed Higgs boson
candidate divided by the mass.

pgfg : Projection of the reconstructed Higgs boson

pr to the di-lepton thrust axis [29].

ot Mass reconstruction error of the £/ candi-
date estimated by binning signal events in 7 and
pr for the photon and leptons, and measuring the
signal’s mass width for each bin.

cos©, cosf, ¢: Production and decay angles that
determine the differential cross section of H —

Z (T )y and qqg — Z (£707)~ [30, 31].

27 leading ¢
pr/meey, Pr , Pr

photon and leptons.

subleading ¢ Momenta of the

When binning events by BDT score with equal

number of signal events, background m,,,
distributions look like below.
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Photon pT is making
background peak around
Higgs mass....
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Background m,,,, distribution for ETN with Exteme+Disco loss training.

e Trained ETN with 15 below features When binning events by BDT score with equal
leading £ _subleading £, D i o number of signal events, background my,,
* T Tt ) e + T CHEOTAPICIY ansie © distributions look like below
the photon and leptons. .
e Minimum AR (¢*, ), Maximum AR (¢/*,~): Min- > 0.05 P —
imum and maximum AR between leptons and the 19 p=[0:875.1.000]
sig. p = [0.750, 0.875]
photon.

O . 04 sig. p = [0.625, 0.750]

e Flavor of /: Flavor of lepton used to reconstruct
the Z boson, either being an electron or a muon.

sig. p = [0.500, 0.625]
sig. p = [0.375, 0.500]

° pﬁf”/ mee: pr of the reconstructed Higgs boson 003 } { | sfg'p=[°‘250' 0:375]
candidate divided by the mass. #ﬁ* It srg. p = [0.125, 0.250]
00y L. . L &3" sig. p = [0.125, 0.000]

e pr,/ . Projection of the reconstructed Higgs boson O 02 L 11%

pr to the di-lepton thrust axis [29].

e 0f7: Mass reconstruction error of the £/~ candi- o
date estimated by binning signal events in 7 and 001 i %T*T‘*é;;%_
pr for the photon and leptons, and measuring the £ . + Tt
signal’s mass width for each bin. .- Correlation: 0.0010 HT'H?T‘

Normalized / 1 Ge

I Wl I T T ] T T T I T | T I T T T
R T =t

i

1

e cos O, cosf, ¢: Production and decay angles that

Oa‘l.lll,llllll.q
determine the differential cross section of H — 100 120 140 160 180

+ - + )
Z (™07 )yand qg — Z ({707 )~ [30, 31]. m”Y [GeV]
® Dt /Mg, plﬁadmg £ psTublc‘r’Ldlng . Momenta of the

photon and leptons. 75



Comparison of ML technigues

* ETN generally shows best performance.

Bkg. Corr. Best

Technique Loss Signi. AUC (%) (10-9) N
epoc
* DFNN (Deep fged-for.ward network) also — T NA
good when using 11 inputs. " BDT N.A 117 75.6 33  NA.
. . ) 2. 22

e Extreme loss can be helpful in ERN BCE 143 752 5
] . FNN E t+D 11 inputs - FNN Ext 1.45 75.4 2.7 107
certain cases: , EXUTUISCO DFNN BCE  1.50 76.0 2.0 907
* Disco training shows lowest DFNN Egt 146 75.7 2.0 487
. ETN BCE 1.51 76.2 2.3 570
background correlation. RN o s e )3 20
* ETN probably working better than " FNN  BCE+DisCo 1.35  75.0 0.7 633
DFNN with 15 inputs because FNN  Ext+DisCo 1.46  74.7 0.8 327
> ETN needs 265 additional weights ~ 15inputs - DFNN - BCE+DisCo 1.46  75.1 1.0 550
(5% increase) DFNN  Ext+DisCo 1.47 75.7 1.0 273
> . | ETN BCE+DisCo 1.52 75.6 1.0 670
DFNN needs 4,671 additiona _ ETN  Ext+DisCo 1.50  75.4 1.0 623

weights (55% increase)
Might be possible to tune DFNN structure
Jaebak (UCSE) to get similar performance with ETN
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What is making the ditference? Nevenss | Bke [ siena

* Machine learning ‘I\/IL) methods try to
approach the ideal classifier limit.

* However depending on the 1

"optimization/fitting", different ML methods Region thatis 0 ¢
can be closer to the limit in different regions. mpossible
» ML method 1: Closer to limit for low ML scores. ~ Numberof |  Random classifier  to discriminate
Background [\ perfectly.

. . E )
e Two considerations for ML vents

1. Which ML can generally get closest to the ideal
limit? (=AUC metric)

2. Which ML can get closest to the ideal limit in the
the region that is important. (In this case,
significance metric)

e Can try to find good structures that scale well
with number of inputs. Transformers are good

Ideal classifier

at this. ML method 1
* Can try to tweak ML to get good performance 10 Signal eff. 0.0
in important region. Extreme loss can help. : )

Low MVA score High MVA score
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Experimental particle physics uses machine learning for many of tasks, where one application is
to classify signal and background events. The classification can be used to bin an analysis region
to enhance the expected significance for a mass resonance search. In natural language processing,
one of the leading neural network architectures is the transformer. In this work, an event classifier
transformer is proposed to bin an analysis region, in which the network is trained with special
techniques. The techniques developed here can enhance the significance and reduce the correlation
between the network’s output and the reconstructed mass. It is found that this trained network can
perform better than boosted decision trees and feed-forward networks.

* Turned a hobby/interest in neural networks to a paper!

* Needed to learn couple of things on the way...
» Transformer neural network calculations

» Installing Madgraph, Pythia8, Delphes3
»LHE, HEP3, Delphes3 data formats
> Installing GPU drivers I am grateful to Gyuwan Kim in the UCSB Computer

Science and Natural Language Processing group for in-
> Pytorch, XGBOOSt' TMVA software troducing me to the transformer neural network and for

> BCE |OSS, Disco loss revising the paper. I am also grateful to Jeff Richman in
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