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I. INTRODUCTION

In the standard model (SM) of particle physics, all
electroweak interactions are mediated by the W boson,
the Z boson, and the massless photon, in a gauge theory
with symmetry group SUð2ÞL ×Uð1ÞY [1]. If this sym-
metry were unbroken, the W and Z bosons would be
massless. Their nonzero observed masses require a sym-
metry-breaking mechanism [2], which in the SM is the
Higgs mechanism. The mass of the resulting scalar exci-
tation, the Higgs boson, is not predicted but is constrained
by measurements of the weak-boson masses through loop
corrections.
Loops in the W-boson propagator contribute to the

correction Δr, defined in the following expression for
the W-boson mass MW in the on-shell scheme [3]:

M2
W ¼ ℏ3π

c
αEMffiffiffi

2
p

GFð1 −M2
W=M

2
ZÞð1 − ΔrÞ

; (1)

where αEM is the electromagnetic coupling at Q ¼ MZc2,
GF is the Fermi weak coupling extracted from the muon
lifetime measurement, MZ is the Z-boson mass, and Δr ¼
3.58% [4] includes all radiative corrections. In the SM, the
electroweak radiative corrections are dominated by loops
containing top and bottom quarks, but also depend loga-
rithmically on the mass of the Higgs boson MH through
loops containing the Higgs boson. A global fit to SM
observables yields indirect bounds onMH, whose precision
is dominated by the uncertainty on MW , with smaller
contributions from the uncertainties on the top quark mass
(mt) and on αEM. A comparison of the indirectly con-
strainedMH with a direct measurement ofMH is a sensitive
probe for new particles [5].
Following the discovery of the W boson in 1983 at the

UA1 and UA2 experiments [6], measurements ofMW have
been performed with increasing precision using

ffiffiffi
s

p
¼

1.8 TeV pp̄ collisions at the CDF [7] and D0 [8] experi-
ments (Run I); eþe− collisions at

ffiffiffi
s

p
¼ 161–209 GeV at

the ALEPH [9], DELPHI [10], L3 [11], and OPAL [12]
experiments (LEP); and

ffiffiffi
s

p
¼ 1.96 TeV pp̄ collisions at

the CDF [13] and D0 [14] experiments (Run II).
Combining results from Run I, LEP, and the first Run II
measurements yields MW ¼ 80399% 23 MeV=c2 [15].
Recent measurements performed with the CDF [16] and
D0 [17] experiments have improved the combined world
measurement to MW ¼ 80385% 15 MeV=c2 [18]. The
CDF measurement, MW ¼ 80387% 19 MeV=c2 [16], is
described in this paper and is the most precise single
measurement of the W-boson mass to date.
This paper is structured as follows. An overview of the

analysis and conventions is presented in Sec. II. A
description of the CDF II detector is presented in
Sec. III. Section IV describes the detector simulation.
Theoretical aspects of W- and Z-boson production and
decay, including constraints from the data, are presented in

Sec. V. The data sets are described in Sec. VI. Sections VII
and VIII describe the precision calibration of muon and
electron momenta, respectively. Calibration and measure-
ment of the hadronic recoil response and resolution are
presented in Sec. IX, and backgrounds to the W-boson
sample are discussed in Sec. X. The W-boson-mass fits to
the data, and their consistency-checks and combinations,
are presented in Sec. XI. Section XII summarizes the
measurement and provides a combination with previous
measurements and the resulting global SM fit.

II. OVERVIEW

This section provides a brief overview of W-boson
production and decay phenomenology at the Tevatron, a
description of the coordinate system and conventions used
in this analysis, and an overview of the measurement
strategy.

A. W-boson production and decay at the Tevatron

In pp̄ collisions at
ffiffiffi
s

p
¼ 1.96 TeV, W bosons are

primarily produced via s-channel annihilation of valence
quarks, as shown in Fig. 1, with a smaller contribution from
sea-quark annihilation. These initial-state quarks radiate
gluons that can produce hadronic jets in the detector. TheW
boson decays either to a quark-antiquark pair (qq̄0) or to a
charged lepton and neutrino (lν). The hadronic decays are
overwhelmed by background at the Tevatron due to the
high rate of quark and gluon production through quantum
chromodynamics (QCD) interactions. Decays to τ leptons
are not included since the momentum measurement of a τ
lepton is not as precise as that of an electron or muon. The
mass of theW boson is therefore measured using the decays
W → lν (l ¼ e, μ), which have about 22% total branching
fraction. Samples selected with the corresponding Z-boson
decays, Z → ll, are used for calibration.

B. Definitions

The CDF experiment uses a right-handed coordinate
system in which the z axis is centered at the middle of the
detector and points along a tangent to the Tevatron ring in
the proton-beam direction. The remaining Cartesian
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FIG. 1. Quark-antiquark annihilation producing aW or Z boson
in pp̄ collisions. Higher-order processes such as initial-state
gluon radiation and final-state photon radiation are also
illustrated.
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As with the fits for MZ, a single blinding offset in the
range ½−75; 75" MeV is applied to allMW fits for the course
of the analysis. This offset differs from that applied to the
MZ fits. No changes are made to the analysis once the
offsets to the MW fit results are removed.

III. THE CDF II DETECTOR

The CDF II detector [13,21,22] is a forward-backward
and cylindrically symmetric detector designed to study pp̄
collisions at the Fermilab Tevatron. The structure of the
CDF II detector, seen in Fig. 3, is subdivided into the
following components, in order of increasing radius: a
charged-particle tracking system, composed of a silicon
vertex detector [23] and an open-cell drift chamber [24]; a
time-of-flight measurement detector [25]; a system of
electromagnetic calorimeters [26,27], to contain electron
and photon showers and measure their energies, and
hadronic calorimeters [28], to measure the energies of
hadronic showers; and a muon detection system for

identification of muon candidates with pT ≳ 2 GeV.
Events are selected on-line using a three-level system
(trigger) designed to identify event topologies consistent
with particular physics processes, such as W and Z boson
production. Events passing all three levels of trigger
selection are recorded for off-line analysis. The major
detector subsystems are described below.

A. Tracking system

The silicon tracking detector consists of three separate
subdetectors: L00, SVX II, and ISL [23]. The L00 detector
consists of a single-sided layer of silicon wafers mounted
directly on the beam pipe at a radius of 1.6 cm. The SVX II
detector consists of five layers of double-sided silicon
wafers extending from a radius of 2.5 cm to 10.6 cm.
Surrounding SVX II in the radial direction are port cards
that transport data from the silicon wafers to the readout
system. The outermost layer of the silicon detector, the ISL,
consists of one layer of double-sided silicon at a radius of

FIG. 3. Cut-away view of a section of the CDF II detector (the time-of-flight detector is not shown). The slice is in half the y-z plane at
x ¼ 0.
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W Boson Production at the Tevatron
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Quark-antiquark annihilation
dominates (80%)

Lepton pT carries most of W mass 
information, can be measured precisely (achieved 0.004%)

Initial state QCD radiation is O(10 GeV), measure as soft 'hadronic recoil' in
calorimeter (calibrated to ~0.2%)
dilutes W mass information, fortunately pT(W) << MW
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The mass of the W boson, a mediator of the weak force between elementary particles, is tightly constrained
by the symmetries of the standard model of particle physics. The Higgs boson was the last missing
component of themodel. After observation of the Higgs boson, a measurement of theW bosonmass provides a
stringent test of the model. We measure the W boson mass, MW, using data corresponding to 8.8 inverse
femtobarns of integrated luminosity collected in proton-antiproton collisions at a 1.96 tera–electron
volt center-of-mass energy with the CDF II detector at the Fermilab Tevatron collider. A sample of approximately
4 million W boson candidates is used to obtain MW ¼ 80;433:5 T 6:4stat T 6:9syst ¼ 80;433:5 T 9:4MeV=c2,
the precision of which exceeds that of all previous measurements combined (stat, statistical uncertainty;
syst, systematic uncertainty; MeV, mega–electron volts; c, speed of light in a vacuum). This measurement
is in significant tension with the standard model expectation.

T
he observation of the Higgs boson (1–4)
at the LargeHadron Collider (LHC) (5, 6)
has validated the last missing piece of the
standard model (SM) (7–9) of elementary
particle physics. This model, which incor-

porates quantum mechanics, special relativity,
gauge symmetry, and group theory, currently
describes most particle physics measurements
with high accuracy. It postulates a number of

experimentally established symmetries among
particle properties, which tightly constrain the
parameters of the model from experimental
data (10). Given the current experimental preci-
sion and the predictive power of the SM, global
fits of themodel to the data render precise esti-
mates of fundamental parameters, such as the
mass of theW boson. As one of the mediators
of the weak nuclear force, this particle is a key

component of the SM framework. Itsmass, one
of the most important parameters in particle
physics, is presently constrained by SM global
fits to a relative precision of 0.01%, providing a
strongmotivation to test the SM bymeasuring
theWbosonmass to the same level of precision.
All fundamental particle masses, including

that of the W boson, are generated in the SM
through interactions with the condensate of
the Higgs field in the vacuum. The formation
of the condensate and the quantum excitation
of this field, the Higgs boson (2–4), are param-
etrized but not explained by the SM. A number
of hypotheses have been promulgated to pro-
vide a deeper explanation of theHiggs field, its
potential, and the Higgs boson. These include
supersymmetry—a spacetime symmetry relat-
ing fermions and bosons [(11) and references
therein]—and compositeness, in which addi-
tional strong confining interactions produce
the Higgs boson as a bound state [(12) and
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Disclaimers
• I am not from CDF, nor have any expertise in hadron collisions. 

• So, this presentation will be more like a journal club talk, rather than a full-blown 
seminar.

• Nevertheless, your active participation with questions/comments are welcome, 
and we can think together.

• This talk is based on the following documents:

- CDF II paper : Science, 376, 170 (2022) with supplemental materials, for the new 
measurement 

- Seminar slides by Ashutosh Kotwal (Duke) presented at SLAC, Apr. 11, 2022 

- CDF paper : PRD 89, 072003 (2014), for the previous measurement
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I. INTRODUCTION

In the standard model (SM) of particle physics, all
electroweak interactions are mediated by the W boson,
the Z boson, and the massless photon, in a gauge theory
with symmetry group SUð2ÞL ×Uð1ÞY [1]. If this sym-
metry were unbroken, the W and Z bosons would be
massless. Their nonzero observed masses require a sym-
metry-breaking mechanism [2], which in the SM is the
Higgs mechanism. The mass of the resulting scalar exci-
tation, the Higgs boson, is not predicted but is constrained
by measurements of the weak-boson masses through loop
corrections.
Loops in the W-boson propagator contribute to the

correction Δr, defined in the following expression for
the W-boson mass MW in the on-shell scheme [3]:

M2
W ¼ ℏ3π

c
αEMffiffiffi

2
p

GFð1 −M2
W=M

2
ZÞð1 − ΔrÞ

; (1)

where αEM is the electromagnetic coupling at Q ¼ MZc2,
GF is the Fermi weak coupling extracted from the muon
lifetime measurement, MZ is the Z-boson mass, and Δr ¼
3.58% [4] includes all radiative corrections. In the SM, the
electroweak radiative corrections are dominated by loops
containing top and bottom quarks, but also depend loga-
rithmically on the mass of the Higgs boson MH through
loops containing the Higgs boson. A global fit to SM
observables yields indirect bounds onMH, whose precision
is dominated by the uncertainty on MW , with smaller
contributions from the uncertainties on the top quark mass
(mt) and on αEM. A comparison of the indirectly con-
strainedMH with a direct measurement ofMH is a sensitive
probe for new particles [5].
Following the discovery of the W boson in 1983 at the

UA1 and UA2 experiments [6], measurements ofMW have
been performed with increasing precision using

ffiffiffi
s

p
¼

1.8 TeV pp̄ collisions at the CDF [7] and D0 [8] experi-
ments (Run I); eþe− collisions at

ffiffiffi
s

p
¼ 161–209 GeV at

the ALEPH [9], DELPHI [10], L3 [11], and OPAL [12]
experiments (LEP); and

ffiffiffi
s

p
¼ 1.96 TeV pp̄ collisions at

the CDF [13] and D0 [14] experiments (Run II).
Combining results from Run I, LEP, and the first Run II
measurements yields MW ¼ 80399% 23 MeV=c2 [15].
Recent measurements performed with the CDF [16] and
D0 [17] experiments have improved the combined world
measurement to MW ¼ 80385% 15 MeV=c2 [18]. The
CDF measurement, MW ¼ 80387% 19 MeV=c2 [16], is
described in this paper and is the most precise single
measurement of the W-boson mass to date.
This paper is structured as follows. An overview of the

analysis and conventions is presented in Sec. II. A
description of the CDF II detector is presented in
Sec. III. Section IV describes the detector simulation.
Theoretical aspects of W- and Z-boson production and
decay, including constraints from the data, are presented in

Sec. V. The data sets are described in Sec. VI. Sections VII
and VIII describe the precision calibration of muon and
electron momenta, respectively. Calibration and measure-
ment of the hadronic recoil response and resolution are
presented in Sec. IX, and backgrounds to the W-boson
sample are discussed in Sec. X. The W-boson-mass fits to
the data, and their consistency-checks and combinations,
are presented in Sec. XI. Section XII summarizes the
measurement and provides a combination with previous
measurements and the resulting global SM fit.

II. OVERVIEW

This section provides a brief overview of W-boson
production and decay phenomenology at the Tevatron, a
description of the coordinate system and conventions used
in this analysis, and an overview of the measurement
strategy.

A. W-boson production and decay at the Tevatron

In pp̄ collisions at
ffiffiffi
s

p
¼ 1.96 TeV, W bosons are

primarily produced via s-channel annihilation of valence
quarks, as shown in Fig. 1, with a smaller contribution from
sea-quark annihilation. These initial-state quarks radiate
gluons that can produce hadronic jets in the detector. TheW
boson decays either to a quark-antiquark pair (qq̄0) or to a
charged lepton and neutrino (lν). The hadronic decays are
overwhelmed by background at the Tevatron due to the
high rate of quark and gluon production through quantum
chromodynamics (QCD) interactions. Decays to τ leptons
are not included since the momentum measurement of a τ
lepton is not as precise as that of an electron or muon. The
mass of theW boson is therefore measured using the decays
W → lν (l ¼ e, μ), which have about 22% total branching
fraction. Samples selected with the corresponding Z-boson
decays, Z → ll, are used for calibration.

B. Definitions

The CDF experiment uses a right-handed coordinate
system in which the z axis is centered at the middle of the
detector and points along a tangent to the Tevatron ring in
the proton-beam direction. The remaining Cartesian

p
u (d)
u
d (u)
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u
u
d

g

 (Z)+W
+l

)- (lν

γ

FIG. 1. Quark-antiquark annihilation producing aW or Z boson
in pp̄ collisions. Higher-order processes such as initial-state
gluon radiation and final-state photon radiation are also
illustrated.
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As with the fits for MZ, a single blinding offset in the
range ½−75; 75" MeV is applied to allMW fits for the course
of the analysis. This offset differs from that applied to the
MZ fits. No changes are made to the analysis once the
offsets to the MW fit results are removed.

III. THE CDF II DETECTOR

The CDF II detector [13,21,22] is a forward-backward
and cylindrically symmetric detector designed to study pp̄
collisions at the Fermilab Tevatron. The structure of the
CDF II detector, seen in Fig. 3, is subdivided into the
following components, in order of increasing radius: a
charged-particle tracking system, composed of a silicon
vertex detector [23] and an open-cell drift chamber [24]; a
time-of-flight measurement detector [25]; a system of
electromagnetic calorimeters [26,27], to contain electron
and photon showers and measure their energies, and
hadronic calorimeters [28], to measure the energies of
hadronic showers; and a muon detection system for

identification of muon candidates with pT ≳ 2 GeV.
Events are selected on-line using a three-level system
(trigger) designed to identify event topologies consistent
with particular physics processes, such as W and Z boson
production. Events passing all three levels of trigger
selection are recorded for off-line analysis. The major
detector subsystems are described below.

A. Tracking system

The silicon tracking detector consists of three separate
subdetectors: L00, SVX II, and ISL [23]. The L00 detector
consists of a single-sided layer of silicon wafers mounted
directly on the beam pipe at a radius of 1.6 cm. The SVX II
detector consists of five layers of double-sided silicon
wafers extending from a radius of 2.5 cm to 10.6 cm.
Surrounding SVX II in the radial direction are port cards
that transport data from the silicon wafers to the readout
system. The outermost layer of the silicon detector, the ISL,
consists of one layer of double-sided silicon at a radius of

FIG. 3. Cut-away view of a section of the CDF II detector (the time-of-flight detector is not shown). The slice is in half the y-z plane at
x ¼ 0.

T. AALTONEN et al. PHYSICAL REVIEW D 89, 072003 (2014)
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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coordinates are defined with þx pointing outward and
þy upward from the Tevatron ring, respectively.
Corresponding cylindrical coordinates are defined with r≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and azimuthal angle ϕ≡ tan−1ðy=xÞ. The rap-

idity − 1
2 ln½ðEþ pzcÞ=ðE − pzcÞ% is additive under boosts

along the z axis. In the case of massless particles, the
rapidity equals the pseudorapidity η ¼ − ln½tanðθ=2Þ%,
where θ is the polar angle with respect to the z axis.
Transverse quantities such as transverse momentum are
projections onto the x-y plane. The interacting protons and
antiprotons have negligible net transverse momentum.
Electron energy measured in the calorimeter is denoted
as E and the corresponding transverse momentum ET is
derived using the direction of the reconstructed particle
trajectory (track) and neglecting the electron mass. Muon
transverse momentum pT is derived from its measured
curvature in the magnetic field of the tracking system. The
recoil is defined as the negative transverse momentum of
the vector boson, and is measured as

u⃗T ¼
X

i

Ei sinðθiÞn̂i; (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energy Ei, tower polar angle θi, and
tower transverse vector components n̂i ≡ ðcosϕi; sinϕiÞ.
The tower direction is defined as the vector from the
reconstructed collision vertex to the tower center. The sum
excludes towers that typically contain energy associated
with the charged lepton(s). We define the magnitude of u⃗T
to be uT , the component of recoil projected along the lepton
direction to be ujj, and corresponding orthogonal compo-
nent to be u⊥ (Fig. 2). From p⃗T conservation, the transverse
momentum of the neutrino inW-boson decay is inferred as
p⃗ν
T ≡−p⃗l

T − u⃗T , where p⃗l
T is the transverse momentum of

the charged lepton. We use units where ℏ ¼ c≡ 1 for the
remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the
unmeasured longitudinal neutrino momentum: pl

T , pν
T ,

and the transverse mass mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

Tp
ν
Tð1 − cosΔϕÞ

p

[19], where Δϕ is the angle between the charged lepton
and neutrino momenta in the transverse plane. Candidate
events are selected with uT ≪ pl

T , so the neutrino momen-
tum can be approximated as pν

T ≈ pl
T þ ujj and the trans-

verse mass can be approximated as mT ≈ 2pl
T þ ujj. These

relations demonstrate the importance of modeling ujj
accurately relative to other recoil components. They also
demonstrate that the three fit variables have varying degrees
of sensitivity to the modeling of the recoil and the pT of the
W boson.
High precision determination of pl

T is crucial to this
measurement: a given fractional uncertainty on pl

T trans-
lates into an equivalent fractional uncertainty on MW . We
calibrate the momentum scale of track measurements using
large samples of J=ψ and Υ meson decays to muon pairs.
These states are fully reconstructed as narrow peaks in the
dimuon mass spectrum, with widths dominated by detector
resolution. The absolute scale of the calibrated track
momentum is tested by measuring the Z-boson mass in
Z → μμ decays and comparing it to the known value. After
including theMZ measurement, the calibration is applied to
the measurement of MW in W → μν decays and in the
procedure used for the calibration of the electron energy
scale in the calorimeter.
The electron energy scale is calibrated using the ratio of

the calorimeter energy to track momentum (E=p) inW- and
Z-boson decays to electrons. As with the track momentum
calibration, we use a measurement of MZ to validate this
energy calibration.
During the calibration process, all MZ fit results from

both ee and μμ decay channels are offset by a single
unknown parameter in the range ½−75; 75% MeV. This
blinding offset is removed after the calibrations of momen-
tum and energy scales are complete. TheMZ measurements
are then included in the final calibration.
SinceW and Z bosons are produced from a similar initial

state at a similar energy scale, the hadronic recoil is similar
in the two processes. To model the detector response to this
recoil, we develop a heuristic description of the contrib-
uting processes and tune the model parameters using fully
reconstructed Z → ll data. The inclusive pT distribution
of produced W bosons is also tuned using Z → ll data by
combining the measured pT distribution of Z bosons with a
precise calculation [20] of the relative pT distributions ofW
and Z bosons.
We employ a parametrized Monte Carlo simulation to

model the line shapes of the pl
T , p

ν
T , and mT distributions.

For each distribution, we generate templates with MW
between 80 and 81 GeV, and perform a binned likelihood fit
to extract MW . Using the statistical correlations derived
from simulated experiments, we combine the mT , pl

T , and
pν
T fits from bothW → eν andW → μν channels to obtain a

final measured value of MW .
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FIG. 2. Typical vectors associated to quantities reconstructed in
a W-boson event, with the recoil hadron momentum (u⃗T)
separated into axes parallel (ujj) and perpendicular (u⊥) to the
charged lepton.
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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coordinates are defined with þx pointing outward and
þy upward from the Tevatron ring, respectively.
Corresponding cylindrical coordinates are defined with r≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and azimuthal angle ϕ≡ tan−1ðy=xÞ. The rap-

idity − 1
2 ln½ðEþ pzcÞ=ðE − pzcÞ% is additive under boosts

along the z axis. In the case of massless particles, the
rapidity equals the pseudorapidity η ¼ − ln½tanðθ=2Þ%,
where θ is the polar angle with respect to the z axis.
Transverse quantities such as transverse momentum are
projections onto the x-y plane. The interacting protons and
antiprotons have negligible net transverse momentum.
Electron energy measured in the calorimeter is denoted
as E and the corresponding transverse momentum ET is
derived using the direction of the reconstructed particle
trajectory (track) and neglecting the electron mass. Muon
transverse momentum pT is derived from its measured
curvature in the magnetic field of the tracking system. The
recoil is defined as the negative transverse momentum of
the vector boson, and is measured as

u⃗T ¼
X

i

Ei sinðθiÞn̂i; (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energy Ei, tower polar angle θi, and
tower transverse vector components n̂i ≡ ðcosϕi; sinϕiÞ.
The tower direction is defined as the vector from the
reconstructed collision vertex to the tower center. The sum
excludes towers that typically contain energy associated
with the charged lepton(s). We define the magnitude of u⃗T
to be uT , the component of recoil projected along the lepton
direction to be ujj, and corresponding orthogonal compo-
nent to be u⊥ (Fig. 2). From p⃗T conservation, the transverse
momentum of the neutrino inW-boson decay is inferred as
p⃗ν
T ≡−p⃗l

T − u⃗T , where p⃗l
T is the transverse momentum of

the charged lepton. We use units where ℏ ¼ c≡ 1 for the
remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the
unmeasured longitudinal neutrino momentum: pl

T , pν
T ,

and the transverse mass mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

Tp
ν
Tð1 − cosΔϕÞ

p

[19], where Δϕ is the angle between the charged lepton
and neutrino momenta in the transverse plane. Candidate
events are selected with uT ≪ pl

T , so the neutrino momen-
tum can be approximated as pν

T ≈ pl
T þ ujj and the trans-

verse mass can be approximated as mT ≈ 2pl
T þ ujj. These

relations demonstrate the importance of modeling ujj
accurately relative to other recoil components. They also
demonstrate that the three fit variables have varying degrees
of sensitivity to the modeling of the recoil and the pT of the
W boson.
High precision determination of pl

T is crucial to this
measurement: a given fractional uncertainty on pl

T trans-
lates into an equivalent fractional uncertainty on MW . We
calibrate the momentum scale of track measurements using
large samples of J=ψ and Υ meson decays to muon pairs.
These states are fully reconstructed as narrow peaks in the
dimuon mass spectrum, with widths dominated by detector
resolution. The absolute scale of the calibrated track
momentum is tested by measuring the Z-boson mass in
Z → μμ decays and comparing it to the known value. After
including theMZ measurement, the calibration is applied to
the measurement of MW in W → μν decays and in the
procedure used for the calibration of the electron energy
scale in the calorimeter.
The electron energy scale is calibrated using the ratio of

the calorimeter energy to track momentum (E=p) inW- and
Z-boson decays to electrons. As with the track momentum
calibration, we use a measurement of MZ to validate this
energy calibration.
During the calibration process, all MZ fit results from

both ee and μμ decay channels are offset by a single
unknown parameter in the range ½−75; 75% MeV. This
blinding offset is removed after the calibrations of momen-
tum and energy scales are complete. TheMZ measurements
are then included in the final calibration.
SinceW and Z bosons are produced from a similar initial

state at a similar energy scale, the hadronic recoil is similar
in the two processes. To model the detector response to this
recoil, we develop a heuristic description of the contrib-
uting processes and tune the model parameters using fully
reconstructed Z → ll data. The inclusive pT distribution
of produced W bosons is also tuned using Z → ll data by
combining the measured pT distribution of Z bosons with a
precise calculation [20] of the relative pT distributions ofW
and Z bosons.
We employ a parametrized Monte Carlo simulation to

model the line shapes of the pl
T , p

ν
T , and mT distributions.

For each distribution, we generate templates with MW
between 80 and 81 GeV, and perform a binned likelihood fit
to extract MW . Using the statistical correlations derived
from simulated experiments, we combine the mT , pl

T , and
pν
T fits from bothW → eν andW → μν channels to obtain a

final measured value of MW .
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FIG. 2. Typical vectors associated to quantities reconstructed in
a W-boson event, with the recoil hadron momentum (u⃗T)
separated into axes parallel (ujj) and perpendicular (u⊥) to the
charged lepton.
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Simulation of signals

28A. V. Kotwal, SLAC, 4/11/22

Signal Simulation and Template Fitting
● All signals simulated using a Custom Monte Carlo

– Generate finely-spaced templates as a function of the fit variable

– perform binned maximum-likelihood fits to the data

● Custom fast Monte Carlo makes smooth, high statistics templates

– And provides analysis control over key components of the simulation  

● We will extract the W mass from six kinematic distributions: Transverse mass,
charged lepton pT and missing ET using both electron and muon channels

MW = 80 GeV

MW = 81 GeV
Monte Carlo template

energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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29A. V. Kotwal, SLAC, 4/11/22

Generator-level Signal Simulation

● Generator-level input for W & Z simulation provided by RESBOS
(C. Balazs & C.-P. Yuan, PRD56, 5558 (1997) and references therein), which

– Calculates triple-differential production cross section, and pT-dependent
double-differential decay angular distribution

– calculates boson pT spectrum reliably over the relevant pT range: includes
tunable parameters in the non-perturbative regime at low pT 

● Multiple radiative photons generated according to PHOTOS               
(P. Golonka and Z. Was, Eur. J. Phys. C 45, 97 (2006) and references therein)
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof
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.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

32A. V. Kotwal, SLAC, 4/11/22

Constraining Boson pT Spectrum

● Fit the non-perturbative parameter g2  and QCD coupling α
S
  in

RESBOS to pT(ll) spectra: ΔM
W
 = 1.8 MeV

Simulation of signals
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Parton Distribution Functions
● Affect W boson kinematic line-shapes through acceptance cuts

● We use NNPDF3.1 as the default NNLO PDFs

● Use ensemble of  25 'uncertainty' PDFs => 3.9 MeV   

– Represent variations of eigenvectors in the PDF parameter space

–  compute δMW contribution from each error PDF

● Central values from NNLO PDF sets CT18, MMHT2014 and
NNPDF3.1 agree within 2.1 MeV of their midpoint

● As an additional check, central values from NLO PDF sets ABMP16,
CJ15, MMHT2014 and NNPDF3.1 agree within 3 MeV of their
midpoint

● Missing higher-order QCD effects estimated to be 0.4 MeV 

– varying the factorization and renormalization scales

– comparing two event generators with different resummation and
non-perturbative schemes. 

energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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to a large extent, uncorrelated because of the approximately
uniform and symmetric distribution of the cosmic rays in the z-
coordinate. The symmetrized cell-coordinate residuals are aver-

aged over z, while the anti-symmetrized corrections are sensitive
to the dependence of the hit residuals on the z-coordinate.

The cell-tilt angle (τ) is designed to account for the Lorentz
angle of the drift direction given the magnitude of the electric
field, the spectrometer magnetic field and the drift speed. The
alignment corrects for small deviations in the cell tilt. The
corrections are found to be almost the same for the two endplates.
We compute the average correction to the cell tilt since the
difference between the tilt corrections for the two endplates has
negligible impact on tracking biases.

Finally, the functional forms describing the wire shape as a
function of z, and its variation with azimuth and radius, are also
tuned. These degrees of freedom are discussed in Section 5.

3. Cosmic ray distributions and sample selection

The cosmic ray sample used in this study is collected during
collider operation by high-pT [8] muon physics triggers, ensuring
that the cosmic rays and collider tracks are recorded under the
same operating conditions for the drift chamber and the spectro-
meter. In order to isolate a clean and unambiguous sample of
cosmic rays, we require that only one or two tracks be recon-
structed in the event, and that at least one of them is tagged as a
muon by the presence of a matching track segment reconstructed
in the muon detectors. These criteria efficiently select those
cosmic-ray events which coincide in time with beam crossings
in which no proton–antiproton collisions occurred. A display of
such a cosmic-ray event is shown in Fig. 4. After all requirements,
a sample of 207,023 cosmic-ray events is selected for the
alignment study.

Fig. 4. Display of a cosmic-ray event recorded in coincidence with a beam crossing,
in the absence of a pp collision. The reconstructed helical track trajectory shown in
the bottom half of the chamber is found using the standard CDF tracking algorithm.
The top half of the trajectory is found using the dedicated cosmic-ray reconstruc-
tion algorithm [3], which also combines all the hits into a single dicosmic track. The
reconstructed track has pT ! 69 GeV and η! 0:2. The COT hits are shown at z¼0,
resulting in a staggering of displayed hits in stereo superlayers.
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Fig. 5. Distributions of (top left) the transverse impact parameter d0 with respect to the beam line; (top right) the longitudinal coordinate z0 of the cosmic ray track at the
point of closest approach to the beamline; (bottom left) cotangent of the polar angle; and (bottom right) the time difference t0 between the beam crossing time and the
passage of the cosmic ray. With all criteria applied except for the z0 and hit requirements, the sample contains 484,513 cosmic-ray events.

A.V. Kotwal, C.P. Hays / Nuclear Instruments and Methods in Physics Research A 762 (2014) 85–99 87

Use a clean sample of ~480k cosmic rays 
for cell-by-cell internal alignment

COT alignment
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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to a large extent, uncorrelated because of the approximately
uniform and symmetric distribution of the cosmic rays in the z-
coordinate. The symmetrized cell-coordinate residuals are aver-

aged over z, while the anti-symmetrized corrections are sensitive
to the dependence of the hit residuals on the z-coordinate.

The cell-tilt angle (τ) is designed to account for the Lorentz
angle of the drift direction given the magnitude of the electric
field, the spectrometer magnetic field and the drift speed. The
alignment corrects for small deviations in the cell tilt. The
corrections are found to be almost the same for the two endplates.
We compute the average correction to the cell tilt since the
difference between the tilt corrections for the two endplates has
negligible impact on tracking biases.

Finally, the functional forms describing the wire shape as a
function of z, and its variation with azimuth and radius, are also
tuned. These degrees of freedom are discussed in Section 5.

3. Cosmic ray distributions and sample selection

The cosmic ray sample used in this study is collected during
collider operation by high-pT [8] muon physics triggers, ensuring
that the cosmic rays and collider tracks are recorded under the
same operating conditions for the drift chamber and the spectro-
meter. In order to isolate a clean and unambiguous sample of
cosmic rays, we require that only one or two tracks be recon-
structed in the event, and that at least one of them is tagged as a
muon by the presence of a matching track segment reconstructed
in the muon detectors. These criteria efficiently select those
cosmic-ray events which coincide in time with beam crossings
in which no proton–antiproton collisions occurred. A display of
such a cosmic-ray event is shown in Fig. 4. After all requirements,
a sample of 207,023 cosmic-ray events is selected for the
alignment study.

Fig. 4. Display of a cosmic-ray event recorded in coincidence with a beam crossing,
in the absence of a pp collision. The reconstructed helical track trajectory shown in
the bottom half of the chamber is found using the standard CDF tracking algorithm.
The top half of the trajectory is found using the dedicated cosmic-ray reconstruc-
tion algorithm [3], which also combines all the hits into a single dicosmic track. The
reconstructed track has pT ! 69 GeV and η! 0:2. The COT hits are shown at z¼0,
resulting in a staggering of displayed hits in stereo superlayers.
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Fig. 5. Distributions of (top left) the transverse impact parameter d0 with respect to the beam line; (top right) the longitudinal coordinate z0 of the cosmic ray track at the
point of closest approach to the beamline; (bottom left) cotangent of the polar angle; and (bottom right) the time difference t0 between the beam crossing time and the
passage of the cosmic ray. With all criteria applied except for the z0 and hit requirements, the sample contains 484,513 cosmic-ray events.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.

 (GeV)µµm
70 80 90 100 110

E
ve

nt
s 

/ 0
.5

 G
eV

0

10

20

310×
 
/dof = 33 / 302χ

 = 29 %2χP

 = 88 %KSP

A

 (GeV)  eem
70 80 90 100 110

E
ve

nt
s 

/ 0
.5

 G
eV

0

2

4

310×
 
/dof = 46 / 382χ

 = 16 %2χP

 = 93 %KSP

B

Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

17

values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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calibration⃗p , E
are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
n
T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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calibration⃗p , E
are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 5 of 7

 (GeV)   Tm
60 70 80 90 100

E
ve

nt
s 

/ 0
.5

 G
eV

0

50

310×

/dof = 50 / 482χ

 = 37 %2χP

 = 98 %KSP

A

 (GeV)   Tm
60 70 80 90 100

E
ve

nt
s 

/ 0
.5

 G
eV

0

20

40

310×

/dof = 39 / 482χ

 = 79 %2χP

 = 76 %KSP

D

 (GeV) l
T

p
30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 82 / 622χ

 = 4 %2χP

 = 89 %KSP

B

 (GeV) l
T

p
30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 83 / 622χ

 = 3 %2χP

 = 53 %KSP

E

 (GeV) ν
T

p

30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 63 / 622χ

 = 43 %2χP

 = 70 %KSP

C

 (GeV) ν
T

p

30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

310×

/dof = 69 / 622χ

 = 23 %2χP

 = 96 %KSP

F

Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
n
T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.

 (GeV)µµm
70 80 90 100 110

E
ve

nt
s 

/ 0
.5

 G
eV

0

10

20

310×
 
/dof = 33 / 302χ

 = 29 %2χP

 = 88 %KSP

A

 (GeV)  eem
70 80 90 100 110

E
ve

nt
s 

/ 0
.5

 G
eV

0

2

4

310×
 
/dof = 46 / 382χ

 = 16 %2χP

 = 93 %KSP

B

Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 5 of 7

 (GeV)   Tm
60 70 80 90 100

E
ve

nt
s 

/ 0
.5

 G
eV

0

50

310×

/dof = 50 / 482χ

 = 37 %2χP

 = 98 %KSP

A

 (GeV)   Tm
60 70 80 90 100

E
ve

nt
s 

/ 0
.5

 G
eV

0

20

40

310×

/dof = 39 / 482χ

 = 79 %2χP

 = 76 %KSP

D

 (GeV) l
T

p
30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 82 / 622χ

 = 4 %2χP

 = 89 %KSP

B

 (GeV) l
T

p
30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 83 / 622χ

 = 3 %2χP

 = 53 %KSP

E

 (GeV) ν
T

p

30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

40

310×

/dof = 63 / 622χ

 = 43 %2χP

 = 70 %KSP

C

 (GeV) ν
T

p

30 35 40 45 50 55

E
ve

nt
s 

/ 0
.2

5 
G

eV

0

20

310×

/dof = 69 / 622χ

 = 23 %2χP

 = 96 %KSP

F

Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
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The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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calibration⃗p , E

are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 4 of 7

 >                  
 

µ

T
< GeV / p

0 0.2 0.4

) 
   

   
   

  
oo/o

 p
/p

 (
∆

-1.6

-1.4

-1.2

A
µµ→ψJ/

µµ→Υ
µµ→Z

combined

)  νe→E/p (W

1 1.2 1.4 1.6
E

ve
nt

s 
/ 0

.0
07

  
 

0

50

310×

 ppmstat 43± = 12 ES∆

/dof = 39 / 332χ
 = 21 %2χP

 = 69 %KSP

B

Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
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misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)
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The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)
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combination has a statistical uncertainty of 42 ppm. After applying the combined SE in the simulation, the simulated
E/p distributions show good agreement with the W → eν (Fig. 2 of the main text) and Z → ee (Fig. S13) data
respectively. Displayed on these figures is the value of ∆SE ≡ SE − 1, which averages to zero over the W → eν and
Z → ee samples.

The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)

are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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combination has a statistical uncertainty of 42 ppm. After applying the combined SE in the simulation, the simulated
E/p distributions show good agreement with the W → eν (Fig. 2 of the main text) and Z → ee (Fig. S13) data
respectively. Displayed on these figures is the value of ∆SE ≡ SE − 1, which averages to zero over the W → eν and
Z → ee samples.

The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)
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combination has a statistical uncertainty of 42 ppm. After applying the combined SE in the simulation, the simulated
E/p distributions show good agreement with the W → eν (Fig. 2 of the main text) and Z → ee (Fig. S13) data
respectively. Displayed on these figures is the value of ∆SE ≡ SE − 1, which averages to zero over the W → eν and
Z → ee samples.

The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)

values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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combination has a statistical uncertainty of 42 ppm. After applying the combined SE in the simulation, the simulated
E/p distributions show good agreement with the W → eν (Fig. 2 of the main text) and Z → ee (Fig. S13) data
respectively. Displayed on these figures is the value of ∆SE ≡ SE − 1, which averages to zero over the W → eν and
Z → ee samples.

The E/p-based calibration uncertainties are due to Smat (2.7 MeV), the tracker material model (3.0 MeV), calorime-
ter thickness (0.4 MeV), nonlinearity (2.4 MeV), and resolution (0.9 MeV). Including the statistical uncertainty of
3.4 MeV gives a total E/p-based calibration uncertainty on MW of 6.1 MeV.

B. Z → ee mass measurement and calibration

As with the calibration of track momenta using J/ψ and Υ events, the E/p-based calorimeter-energy calibration is
validated with a measurement of the Z-boson mass, which is initially blinded as described in Sec. I. Using simulated
templates, the maximum likelihood fit in the range 81 000 < mee < 101 000 MeV (Fig. 3 of the main text) yields

MZ = 91 194.3± 13.8stat ± 7.6syst MeV (S13)

are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
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The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
n
T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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calibration⃗p , E

are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
n
T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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are combined to obtain Dp=p ¼ "1393 T 26ð Þ
parts per million (ppm).
The combinedmomentum calibration is used

to measure the Z boson mass in the dimuon
channel (Fig. 3A), which is blinded with a
random offset in the range of −50 to 50 MeV
until all analysis procedures are established. The
unblinded measurement is MZ ¼ 91;192:0 T
6:4stat T 4:0syst MeV (stat, statistical uncertainty;
syst, systematic uncertainty), which is consistent
with the world average of 91;187:6 T 2:1 MeV
(10, 44) and therefore provides a precise con-
sistency check. Systematic uncertainties on MZ

result from uncertainties on the longitudinal
coordinatemeasurements in the COT (1.0MeV),
the momentum calibration (2.3 MeV), and the

QED radiative corrections (3.1MeV). The latter
two sources are correlated with the MW mea-
surement. The Z → mm mass measurement is
then included in the final momentum calibra-
tion. The systematic uncertainties stemming
from the magnetic field nonuniformity dom-
inate the total uncertainty of 25 ppm in the
combined momentum calibration.
After track momentum (p) calibration, the

electron’s calorimeter energy (E) is calibrated
using the peak of the E/p distribution in
W → en (Fig. 2B) and Z → ee [fig. S13 in (63)]
data. Fits to this peak in bins of electron ET

determine the electron energy calibration and
its dependence on ET. The radiative region of
the E/p distribution (E/p > 1.12) is fitted to

measure a small correction (≈5%) to the
amount of radiative material traversed in
the tracking volume. The EM calorimeter
resolution is measured using the widths of
the E/p peak in the W → en sample and of
the mass peak of the Z → ee sample.
We use the calibrated electron energies to

measure the Z boson mass in the dielectron
channel (Fig. 3B), which is also blinded with
the same offset as used for the dimuon chan-
nel. The unblinded result, MZ ¼ 91;194:3 T
13:8stat T 7:6syst MeV , is consistent with the
world average, providing a stringent consist-
ency check of the electron energy calibration.
Systematic uncertainties on MZ are caused
by uncertainties on the calorimeter energy
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Fig. 4. Decay of the W boson. (A to C) Distributions for mT (A), p‘T (B), and p
n
T (C) for the muon channel. (D to F) Same as in (A) to (C) but for the electron channel.

The data (points) and the best-fit simulation template (histogram) including backgrounds (shaded regions) are shown. The arrows indicate the fitting range.
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘

T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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Z     ee Mass Cross-check and Combination
● Performed “blind” measurement of Z mass using E/p-based calibration

– Consistent with PDG value (91188 MeV)  within 0.5σ (statistical)

– M
Z
=91194.3±13.8

stat
±6.5

calorimeter
±2.3

momentum
±3.1

QED
±0.8

alignment
 MeV

● Combine E/p-based calibration  with Z     ee mass for maximum precision 

ΔM
W
 = 5.8 MeV

ΔSE = -14 ± 72 ppm
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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calibration⃗p , E

(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 6 of 7

Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
79900 80000 80100 80200 80300 80400 80500

CDF II    9±80433  

SM

ATLAS   19±80370  

SM

D0 II   23±80376  

SM

ALEPH   51±80440  

SM

OPAL   52±80415  

SM

L3   55±80270  

SM

DELPHI   67±80336  

SM

CDF I   79±80432  

SM
D0 I   83±80478  

SM

Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

coordinates are defined with þx pointing outward and
þy upward from the Tevatron ring, respectively.
Corresponding cylindrical coordinates are defined with r≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and azimuthal angle ϕ≡ tan−1ðy=xÞ. The rap-

idity − 1
2 ln½ðEþ pzcÞ=ðE − pzcÞ% is additive under boosts

along the z axis. In the case of massless particles, the
rapidity equals the pseudorapidity η ¼ − ln½tanðθ=2Þ%,
where θ is the polar angle with respect to the z axis.
Transverse quantities such as transverse momentum are
projections onto the x-y plane. The interacting protons and
antiprotons have negligible net transverse momentum.
Electron energy measured in the calorimeter is denoted
as E and the corresponding transverse momentum ET is
derived using the direction of the reconstructed particle
trajectory (track) and neglecting the electron mass. Muon
transverse momentum pT is derived from its measured
curvature in the magnetic field of the tracking system. The
recoil is defined as the negative transverse momentum of
the vector boson, and is measured as

u⃗T ¼
X

i

Ei sinðθiÞn̂i; (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energy Ei, tower polar angle θi, and
tower transverse vector components n̂i ≡ ðcosϕi; sinϕiÞ.
The tower direction is defined as the vector from the
reconstructed collision vertex to the tower center. The sum
excludes towers that typically contain energy associated
with the charged lepton(s). We define the magnitude of u⃗T
to be uT , the component of recoil projected along the lepton
direction to be ujj, and corresponding orthogonal compo-
nent to be u⊥ (Fig. 2). From p⃗T conservation, the transverse
momentum of the neutrino inW-boson decay is inferred as
p⃗ν
T ≡−p⃗l

T − u⃗T , where p⃗l
T is the transverse momentum of

the charged lepton. We use units where ℏ ¼ c≡ 1 for the
remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the
unmeasured longitudinal neutrino momentum: pl

T , pν
T ,

and the transverse mass mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

Tp
ν
Tð1 − cosΔϕÞ

p

[19], where Δϕ is the angle between the charged lepton
and neutrino momenta in the transverse plane. Candidate
events are selected with uT ≪ pl

T , so the neutrino momen-
tum can be approximated as pν

T ≈ pl
T þ ujj and the trans-

verse mass can be approximated as mT ≈ 2pl
T þ ujj. These

relations demonstrate the importance of modeling ujj
accurately relative to other recoil components. They also
demonstrate that the three fit variables have varying degrees
of sensitivity to the modeling of the recoil and the pT of the
W boson.
High precision determination of pl

T is crucial to this
measurement: a given fractional uncertainty on pl

T trans-
lates into an equivalent fractional uncertainty on MW . We
calibrate the momentum scale of track measurements using
large samples of J=ψ and Υ meson decays to muon pairs.
These states are fully reconstructed as narrow peaks in the
dimuon mass spectrum, with widths dominated by detector
resolution. The absolute scale of the calibrated track
momentum is tested by measuring the Z-boson mass in
Z → μμ decays and comparing it to the known value. After
including theMZ measurement, the calibration is applied to
the measurement of MW in W → μν decays and in the
procedure used for the calibration of the electron energy
scale in the calorimeter.
The electron energy scale is calibrated using the ratio of

the calorimeter energy to track momentum (E=p) inW- and
Z-boson decays to electrons. As with the track momentum
calibration, we use a measurement of MZ to validate this
energy calibration.
During the calibration process, all MZ fit results from

both ee and μμ decay channels are offset by a single
unknown parameter in the range ½−75; 75% MeV. This
blinding offset is removed after the calibrations of momen-
tum and energy scales are complete. TheMZ measurements
are then included in the final calibration.
SinceW and Z bosons are produced from a similar initial

state at a similar energy scale, the hadronic recoil is similar
in the two processes. To model the detector response to this
recoil, we develop a heuristic description of the contrib-
uting processes and tune the model parameters using fully
reconstructed Z → ll data. The inclusive pT distribution
of produced W bosons is also tuned using Z → ll data by
combining the measured pT distribution of Z bosons with a
precise calculation [20] of the relative pT distributions ofW
and Z bosons.
We employ a parametrized Monte Carlo simulation to

model the line shapes of the pl
T , p

ν
T , and mT distributions.

For each distribution, we generate templates with MW
between 80 and 81 GeV, and perform a binned likelihood fit
to extract MW . Using the statistical correlations derived
from simulated experiments, we combine the mT , pl

T , and
pν
T fits from bothW → eν andW → μν channels to obtain a

final measured value of MW .

l
Tp

ν
Tp

Tu

||u

u

FIG. 2. Typical vectors associated to quantities reconstructed in
a W-boson event, with the recoil hadron momentum (u⃗T)
separated into axes parallel (ujj) and perpendicular (u⊥) to the
charged lepton.
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T ≡ − ⃗p ℓ

T − ⃗u

energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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FIG. S22: Mean value of Rrec ≡ −!uT · p̂ !!
T /p!!T , which approximates the recoil response R, as a function of dimuon

pT (left) and dielectron pT (right). The distributions motivate the logarithmic parametrization of the response in
Eq. (S15). The simulation (red lines) models the data (blue circles) accurately.
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FIG. S23: Distribution of Rp!!η + uη for Z-boson decays to muons (left) and electrons (right) as a function of
Z-boson pT in simulated (lines) and experimental (circles) data. The detector response parameters a and b
(Eq. S15) are obtained by minimizing the combined χ2 of these distributions.

with the notion that event-to-event variations are prominent for very soft recoil, and are damped as the particle
multiplicity in the recoil increases.

The exponential distribution of fπ0 is parametrized by its values at utrue
T = 4 GeV and utrue

T = 15 GeV, provid-
ing uncorrelated parameters. We fit the one-dimensional distributions of the pη-balance separately for subsamples
restricted to p!!T < 8 GeV and 8 < p!!T < 30 GeV for these parameters, obtaining the values

f4
π0 = (89.1± 1.3stat)% , f15

π0 = (6.43± 0.35stat)% . (S19)

The fits to the pη-balance distributions are shown in Fig. S25. Other functional forms for fπ0 yield similar results
for observable distributions with no difference in fit quality. The procedure of tuning the kurtosis of the recoil energy
resolution on the distributions of pη-balance is a new feature that incorporates additional information from the data
compared to Ref. [43].

Tuning Recoil Response Model with Z events

Project the vector sum of pT(ll) and u on a set of orthogonal axes defined
by boson p

T

mean  balance in pT Z → μμ

Tuning Recoil Response Model with Z events

Project the vector sum of pT(ll) and u on a set of orthogonal axes defined
by boson p

T
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
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CDF I   79±80432  
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D0 I   83±80478  
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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calibration - lepton removal⃗p , E

coordinates are defined with þx pointing outward and
þy upward from the Tevatron ring, respectively.
Corresponding cylindrical coordinates are defined with r≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and azimuthal angle ϕ≡ tan−1ðy=xÞ. The rap-

idity − 1
2 ln½ðEþ pzcÞ=ðE − pzcÞ% is additive under boosts

along the z axis. In the case of massless particles, the
rapidity equals the pseudorapidity η ¼ − ln½tanðθ=2Þ%,
where θ is the polar angle with respect to the z axis.
Transverse quantities such as transverse momentum are
projections onto the x-y plane. The interacting protons and
antiprotons have negligible net transverse momentum.
Electron energy measured in the calorimeter is denoted
as E and the corresponding transverse momentum ET is
derived using the direction of the reconstructed particle
trajectory (track) and neglecting the electron mass. Muon
transverse momentum pT is derived from its measured
curvature in the magnetic field of the tracking system. The
recoil is defined as the negative transverse momentum of
the vector boson, and is measured as

u⃗T ¼
X

i

Ei sinðθiÞn̂i; (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energy Ei, tower polar angle θi, and
tower transverse vector components n̂i ≡ ðcosϕi; sinϕiÞ.
The tower direction is defined as the vector from the
reconstructed collision vertex to the tower center. The sum
excludes towers that typically contain energy associated
with the charged lepton(s). We define the magnitude of u⃗T
to be uT , the component of recoil projected along the lepton
direction to be ujj, and corresponding orthogonal compo-
nent to be u⊥ (Fig. 2). From p⃗T conservation, the transverse
momentum of the neutrino inW-boson decay is inferred as
p⃗ν
T ≡−p⃗l

T − u⃗T , where p⃗l
T is the transverse momentum of

the charged lepton. We use units where ℏ ¼ c≡ 1 for the
remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the
unmeasured longitudinal neutrino momentum: pl

T , pν
T ,

and the transverse mass mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

Tp
ν
Tð1 − cosΔϕÞ

p

[19], where Δϕ is the angle between the charged lepton
and neutrino momenta in the transverse plane. Candidate
events are selected with uT ≪ pl

T , so the neutrino momen-
tum can be approximated as pν

T ≈ pl
T þ ujj and the trans-

verse mass can be approximated as mT ≈ 2pl
T þ ujj. These

relations demonstrate the importance of modeling ujj
accurately relative to other recoil components. They also
demonstrate that the three fit variables have varying degrees
of sensitivity to the modeling of the recoil and the pT of the
W boson.
High precision determination of pl

T is crucial to this
measurement: a given fractional uncertainty on pl

T trans-
lates into an equivalent fractional uncertainty on MW . We
calibrate the momentum scale of track measurements using
large samples of J=ψ and Υ meson decays to muon pairs.
These states are fully reconstructed as narrow peaks in the
dimuon mass spectrum, with widths dominated by detector
resolution. The absolute scale of the calibrated track
momentum is tested by measuring the Z-boson mass in
Z → μμ decays and comparing it to the known value. After
including theMZ measurement, the calibration is applied to
the measurement of MW in W → μν decays and in the
procedure used for the calibration of the electron energy
scale in the calorimeter.
The electron energy scale is calibrated using the ratio of

the calorimeter energy to track momentum (E=p) inW- and
Z-boson decays to electrons. As with the track momentum
calibration, we use a measurement of MZ to validate this
energy calibration.
During the calibration process, all MZ fit results from

both ee and μμ decay channels are offset by a single
unknown parameter in the range ½−75; 75% MeV. This
blinding offset is removed after the calibrations of momen-
tum and energy scales are complete. TheMZ measurements
are then included in the final calibration.
SinceW and Z bosons are produced from a similar initial

state at a similar energy scale, the hadronic recoil is similar
in the two processes. To model the detector response to this
recoil, we develop a heuristic description of the contrib-
uting processes and tune the model parameters using fully
reconstructed Z → ll data. The inclusive pT distribution
of produced W bosons is also tuned using Z → ll data by
combining the measured pT distribution of Z bosons with a
precise calculation [20] of the relative pT distributions ofW
and Z bosons.
We employ a parametrized Monte Carlo simulation to

model the line shapes of the pl
T , p

ν
T , and mT distributions.

For each distribution, we generate templates with MW
between 80 and 81 GeV, and perform a binned likelihood fit
to extract MW . Using the statistical correlations derived
from simulated experiments, we combine the mT , pl

T , and
pν
T fits from bothW → eν andW → μν channels to obtain a

final measured value of MW .

l
Tp

ν
Tp

Tu

||u

u

FIG. 2. Typical vectors associated to quantities reconstructed in
a W-boson event, with the recoil hadron momentum (u⃗T)
separated into axes parallel (ujj) and perpendicular (u⊥) to the
charged lepton.
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FIG. S18: Average measured energy (in MeV) in the electromagnetic (left) and hadronic (right) calorimeters in the
vicinity of the electron shower in W -boson decays. The differences ∆φ and ∆η are signed such that positive
differences correspond to towers closest to the electron shower position at the CEM. The seven towers inside the box
are removed from the recoil measurement.
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containing zero energy, as a function of u||. The red lines show the simulation, while the blue circles show the data.

compared to the data in Figs. S19-S20. The small differences between data and simulation visible in Fig. S20 are
propagated to the MW fits and included in the systematic uncertainties. Figure S21 shows the precision of the model
for the distribution of the hadronic energy in the removed towers. In order to reduce the dependence of the lepton
removal procedure on instantaneous luminosity, the following procedure is introduced in this analysis: a linear model
is fit to the dependence of the hadronic tower energy on instantaneous luminosity and the result is applied as a
correction in the #uT calculation for both data and simulation.

Further validation is provided by comparing the simulation to measurements in towers rotated 180◦ from the lepton.
The consistency between the two choices of rotation angles is 1 MeV (1 MeV) in the muon (electron) channel, which
is taken as a systematic uncertainty. Another systematic uncertainty of 1 MeV for the muon channel is due to the
choice of parametrizations, and an additional 1 MeV is due to possible muon energy deposition leaking out of the
excluded region. The total systematic uncertainty on MW due to lepton-removal modeling in the muon (electron)
channel is 1.7 MeV (1.0 MeV), 0 MeV (0 MeV), and 3.4 MeV (2.0 MeV) for the mT , p!T , pνT fits, respectively.

B. Model parametrization

The recoil simulation parametrizes the response and resolution of the initial-state radiation accompanying the W or
Z boson, and models the energy flow from the spectator-parton interactions and additional pp̄ collisions in the same
collider bunch crossing. Since there are no high-pT neutrinos in the Z-boson data, the pT -balance between pT (Z → $$)

Fraction of zero hadronic energy in the region of removal

(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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SM
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SM
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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values. The model-dependent nature of the
analysis implies that future improvements or
corrections in any relevant theoretical model-
ing can be used to update our measurement
quantifiably [see section IV of (63)].
The custom simulation includes a detailed

calculation of the lepton andphoton interactions
in the detector (39, 43, 64), as well as models
describing their individual position measure-
ments within the COT. The COT position reso-
lution as a function of radius is determined
using muon tracks from U meson, W boson,
and Z boson decays. All wire positions in the
COT are measured with 1-mm precision using
an in situ sample of cosmic ray muons (65), in
addition to the electron tracks fromW boson
decays. The difference between electron and
positron track momenta relative to their
measured energy in the calorimeter (which

is independent of charge) strongly constrains
certain modes of internal misalignment in
the COT.

Momentum and energy calibration

The track momentum measurement in the
COT is calibrated by measuring the masses
of the J=y and U 1Sð Þ mesons reconstructed
in their dimuon decays and comparing them
with the known values (10). Thesemesonmass
measurements are performedwithmaximum-
likelihood fits to the dimuonmass distributions
from data, using templates obtained from the
custom simulation. Measurements of these
masses as functions of muon momenta are
used to correct for small inaccuracies in the
magnetic field map, the COT position mea-
surements, and the modeling of the energy
loss by particles traversing the detector. A

mismodeling of the energy loss would lead to
a bias linear in themean inverse pT of the two
muons. No such bias is observed after applying
the magnetic field nonuniformity, COT, and
energy-loss corrections (Fig. 2A). The curvature
q/pT measured by the COT, where q is the
particle charge, is an analytic function of the
true curvature. The curvature response func-
tion analytically yields a linear dependence
of the measured invariant mass on p#1

T , and
higher-order terms in p#1

T are negligible. The
correction for the fractional deviation of the
measured momentum from its correct value,
Dp=p ≡ pmeasured=ptrue # 1, is inferred from the
comparison of the measured meson masses
to their more-precise world-average masses.
The Dp=p corrections extracted from the in-
dividual J=y and U 1Sð Þ invariant mass fits
are consistent with each other, and the results
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Fig. 2. Calibration of track momentum and electron’s calorimeter energy.
(A) Fractional deviation of momentum Dp=p (per mille) extracted from fits to the
J=y→ mm resonance peak as a function of the mean muon unsigned curvature
1=pmT
! "

(blue circles). A linear fit to the points, shown in black, has a slope consistent
with zero (17 ± 34 keV). The corresponding values of Dp=p extracted from fits to the
U→ mm and Z→ mm resonance peaks are also shown. The combination of all of
these Dp=p measurements yields the momentum correction labeled “combined,”
which is applied to the lepton tracks in W boson data. Error bars indicate the

uncorrelated uncertainties (total uncertainty) for the individual boson measurements
(combined correction). (B) Distribution of E/p for the W→ en data (points) and
the best-fit simulation (histogram) including the small background from hadrons
misreconstructed as electrons. The arrows indicate the fitting range used for
the electron energy calibration. The relative energy correction DSE, averaged over
the calibrated W and Z boson data [see fig. S13 in (63)], is compatible with zero.
In this and other figures, PKS refers to the Kolmogorov-Smirnov probability of
agreement between the shapes of the data and simulated distributions.
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Fig. 3. Decay of the Z boson. (A and B) Distribution of (A) dimuon and (B) dielectron mass for candidate Z→ mm and Z→ ee decays, respectively. The data (points)
are overlaid with the best-fit simulation template including the photon-mediated contribution (histogram). The arrows indicate the fitting range.
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calibration - lepton removal⃗p , E

coordinates are defined with þx pointing outward and
þy upward from the Tevatron ring, respectively.
Corresponding cylindrical coordinates are defined with r≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and azimuthal angle ϕ≡ tan−1ðy=xÞ. The rap-

idity − 1
2 ln½ðEþ pzcÞ=ðE − pzcÞ% is additive under boosts

along the z axis. In the case of massless particles, the
rapidity equals the pseudorapidity η ¼ − ln½tanðθ=2Þ%,
where θ is the polar angle with respect to the z axis.
Transverse quantities such as transverse momentum are
projections onto the x-y plane. The interacting protons and
antiprotons have negligible net transverse momentum.
Electron energy measured in the calorimeter is denoted
as E and the corresponding transverse momentum ET is
derived using the direction of the reconstructed particle
trajectory (track) and neglecting the electron mass. Muon
transverse momentum pT is derived from its measured
curvature in the magnetic field of the tracking system. The
recoil is defined as the negative transverse momentum of
the vector boson, and is measured as

u⃗T ¼
X

i

Ei sinðθiÞn̂i; (2)

where the sum is performed over calorimeter towers
(Sec. III B), with energy Ei, tower polar angle θi, and
tower transverse vector components n̂i ≡ ðcosϕi; sinϕiÞ.
The tower direction is defined as the vector from the
reconstructed collision vertex to the tower center. The sum
excludes towers that typically contain energy associated
with the charged lepton(s). We define the magnitude of u⃗T
to be uT , the component of recoil projected along the lepton
direction to be ujj, and corresponding orthogonal compo-
nent to be u⊥ (Fig. 2). From p⃗T conservation, the transverse
momentum of the neutrino inW-boson decay is inferred as
p⃗ν
T ≡−p⃗l

T − u⃗T , where p⃗l
T is the transverse momentum of

the charged lepton. We use units where ℏ ¼ c≡ 1 for the
remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the
unmeasured longitudinal neutrino momentum: pl

T , pν
T ,

and the transverse mass mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pl

Tp
ν
Tð1 − cosΔϕÞ

p

[19], where Δϕ is the angle between the charged lepton
and neutrino momenta in the transverse plane. Candidate
events are selected with uT ≪ pl

T , so the neutrino momen-
tum can be approximated as pν

T ≈ pl
T þ ujj and the trans-

verse mass can be approximated as mT ≈ 2pl
T þ ujj. These

relations demonstrate the importance of modeling ujj
accurately relative to other recoil components. They also
demonstrate that the three fit variables have varying degrees
of sensitivity to the modeling of the recoil and the pT of the
W boson.
High precision determination of pl

T is crucial to this
measurement: a given fractional uncertainty on pl

T trans-
lates into an equivalent fractional uncertainty on MW . We
calibrate the momentum scale of track measurements using
large samples of J=ψ and Υ meson decays to muon pairs.
These states are fully reconstructed as narrow peaks in the
dimuon mass spectrum, with widths dominated by detector
resolution. The absolute scale of the calibrated track
momentum is tested by measuring the Z-boson mass in
Z → μμ decays and comparing it to the known value. After
including theMZ measurement, the calibration is applied to
the measurement of MW in W → μν decays and in the
procedure used for the calibration of the electron energy
scale in the calorimeter.
The electron energy scale is calibrated using the ratio of

the calorimeter energy to track momentum (E=p) inW- and
Z-boson decays to electrons. As with the track momentum
calibration, we use a measurement of MZ to validate this
energy calibration.
During the calibration process, all MZ fit results from

both ee and μμ decay channels are offset by a single
unknown parameter in the range ½−75; 75% MeV. This
blinding offset is removed after the calibrations of momen-
tum and energy scales are complete. TheMZ measurements
are then included in the final calibration.
SinceW and Z bosons are produced from a similar initial

state at a similar energy scale, the hadronic recoil is similar
in the two processes. To model the detector response to this
recoil, we develop a heuristic description of the contrib-
uting processes and tune the model parameters using fully
reconstructed Z → ll data. The inclusive pT distribution
of produced W bosons is also tuned using Z → ll data by
combining the measured pT distribution of Z bosons with a
precise calculation [20] of the relative pT distributions ofW
and Z bosons.
We employ a parametrized Monte Carlo simulation to

model the line shapes of the pl
T , p

ν
T , and mT distributions.

For each distribution, we generate templates with MW
between 80 and 81 GeV, and perform a binned likelihood fit
to extract MW . Using the statistical correlations derived
from simulated experiments, we combine the mT , pl

T , and
pν
T fits from bothW → eν andW → μν channels to obtain a

final measured value of MW .

l
Tp

ν
Tp

Tu

||u

u

FIG. 2. Typical vectors associated to quantities reconstructed in
a W-boson event, with the recoil hadron momentum (u⃗T)
separated into axes parallel (ujj) and perpendicular (u⊥) to the
charged lepton.
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(which is well measured) and uT is used to fit for the model parameters. The balance is computed by projecting these
transverse vectors on the “η” axis [parallel to #pT (Z → $$)] and the orthogonal “ξ” axis in the transverse plane, as
shown in Fig. S3 [108].
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
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OPAL   52±80415  

SM

L3   55±80270  

SM

DELPHI   67±80336  

SM

CDF I   79±80432  

SM
D0 I   83±80478  
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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  W Neutrino p
T
 Fits

(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
79900 80000 80100 80200 80300 80400 80500

CDF II    9±80433  

SM

ATLAS   19±80370  

SM

D0 II   23±80376  

SM

ALEPH   51±80440  

SM

OPAL   52±80415  

SM

L3   55±80270  

SM

DELPHI   67±80336  

SM

CDF I   79±80432  

SM
D0 I   83±80478  

SM

Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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energy of 1.96 TeV. The (anti)quark momen-
tum distributions in the (anti)proton are the
best-measured among all constituent partons
of the colliding particles. The use of proton-
antiproton collisions reduces uncertainties
on themomenta of the partons and the corre-
spondingMW uncertainty relative to the LHC,
where W bosons are produced from quarks
or antiquarks and gluons, the latter of which
have less precisely known momentum distri-
butions. The moderate collision energy at the
Tevatron further restricts the parton momenta
to a range in which their distributions are
known more precisely, compared with the rel-
evant range at the LHC. The LHC detectors
partially compensate with larger lepton rapidity
coverage. The improved lepton resolution at the
LHC detectors has a minor impact on theMW

uncertainty. Although the LHC dataset is much
larger, the lower instantaneous luminosity at
the Tevatron and in dedicated low-luminosity
LHC runs helps to improve the resolution on
certain kinematic quantities, compared with
the typical LHC runs.
The data sample corresponds to an inte-

grated luminosity of 8.8 inverse femtobarns
(fb−1) of p!p collisions collected by the CDF II
detector (43) between 2002 and 2011 and
supersedes the earlier result obtained from a
quarter of these data (41, 43). In this cylindri-
cal detector [figure 3 of (43)], trajectories of
charged particles (tracks) produced in the
collisions are measured by means of a wire
drift chamber (a central outer tracking drift
chamber, or COT) (48) immersed in a 1.4-T
axial magnetic field. Energy and position mea-
surements of particles are also provided by EM
and hadronic calorimeters surrounding the
COT. The calorimeter elements have a projec-
tive tower geometry, with each tower pointing
back to the average beam collision point at
the center of the detector. Additional drift
chambers (49) surrounding the calorimeters
identify muon candidates as penetrating par-
ticles. Themomentum perpendicular
to the beam axis (cylindrical z axis) is
denoted as pT (if measured in the COT)
or ET (if measured in the calorimeters).
The measurement uses high-purity
samples of electron andmuon (together
referred to as lepton) decays of the W±

bosons, W→ en and W→ mn, respec-
tively (e, electron; n, neutrino; m,muon).

W and Z boson event selection

Events with a candidate muon with
pT > 18GeVor electronwithET> 18GeV
(50) are selected online by the trigger
system for offline analysis. The follow-
ing offline criteria select fairly pure sam-
ples of W → mn and W → en decays.
Muon candidates must have pT >
30 GeV, with requirements on COT-
track quality, calorimeter-energy depo-

sition, andmuon-chamber signals. Cosmic-ray
muons are rejected with a targeted track-
ing algorithm (51). Electron candidates must
have a COT track with pT > 18 GeV and an EM
calorimeter-energy depositionwithET >30GeV
and must meet requirements for COT track
quality, matching of position and energy
measured in the COT and in the calorimeter
(ET/pT < 1.6), and spatial distributions of en-
ergy depositions in the calorimeters (43).
Leptons are required to be central in pseu-
dorapidity ( hj j < 1) (50) andwithin the fiducial
region where the relevant detector systems have
high efficiency and uniform response. When
selecting the W boson candidate sample, we
suppress the Z boson background by rejecting
events with a second lepton of the same flavor.
Events that contain two oppositely charged
leptons of the same flavor with invariant mass
in the range of 66 to 116 GeV andwith dilepton
pT < 30 GeV provide Z boson control samples
(Z → ee and Z → mm) to measure the detector
response, resolution, and efficiency, as well as
the boson pT distributions. Details of the event
selection criteria are described in (43).
The W boson mass is inferred from the

kinematic distributions of the decay leptons
(‘). Because the neutrino from the W boson
decay is not directly detectable, its transverse
momentum pn

T is deduced by imposing trans-
verse momentum conservation. Longitudinal
momentumbalance cannot be imposedbecause
most of the beammomenta are carried away by
collision products that remain close to the beam
axis, outside the instrumented regions of the
detector. By design of the detector, such prod-
ucts have small transverse momentum. The
transverse momentum vector sum of all detect-
able collision products accompanying the W
or Z boson is defined as the hadronic recoil
u
→ ¼ SiEisin qið Þn̂i, where the sum is performed
over calorimeter towers (52) with energy Ei,
polar angle qi, and transverse directions speci-
fied by unit vectors n̂i . Calorimeter towers

containing energy deposition from the charged
lepton(s) are excluded from this sum. The
transverse momentum vector of the neu-

trino p
→n
T is inferred as p

→n
T≡$ p

→‘

T $ u
→
from p

→
T

conservation, where p
→‘

T is the vector pT (ET) of

the muon (electron). In analogy with a two-
body mass, the W boson transverse mass is
defined using only the transverse momentum

vectors as mT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p‘

Tp
n
T $ p

→‘

T % p
→n
T

" #r
(53).

High-purity samples of W bosons are ob-
tained with the requirements 30 < p‘T < 55 GeV,
30< pn

T < 55 GeV, u
→$$ $$< 15 GeV,and 60 <mT <

100 GeV. This selection retains samples con-
taining preciseMW information and low back-
grounds. The final samples ofW and Z bosons
consist of 1,811,700 (66,180)W → en ( Z → ee)
candidates and 2,424,486 (238,534)W → mn
(Z → mm) candidates.

Simulation of physical processes

The data distributions of mT, p‘
T, and pnT are

compared with corresponding simulated line
shapes (“templates”) as functions of MW from
a customMonte Carlo simulation that has been
designed andwritten for this analysis. A binned
likelihood ismaximized to obtain themass and
its statistical uncertainty. Thekinematic proper-
ties ofW and Z boson production and decay are
simulated using the RESBOS program (54–56),
which calculates the differential cross section
with respect to bosonmass, transversemomen-
tum, and rapidity for boson production and
decay. The calculation is performed at next-
to-leading order in perturbative quantum
chromodynamics (QCD), along with next-to-
next-to-leading logarithm resummation of
higher-order radiative quantum amplitudes.
RESBOS offers one of themost accurate theoretical
calculations available for these processes. The
nonperturbative model parameters in RESBOS

and the QCD interaction coupling strengthas
are external inputs needed to complete the de-

scription of the boson pT spectrum and
are constrained fromthehigh-resolution
dilepton p‘‘

T spectrum of the Z boson
data and the pW

T data spectrum. EM
radiation from the leptons is modeled
with the PHOTOS program (57), which is
calibrated to the more accurate HORACE

program (58, 59). We use the NNPDF3.1
(60) partondistribution functions (PDFs)
of the (anti)proton, as they incorporate
the most complete relevant datasets of
the available next-to-next-to-leading
order (NNLO) PDFs. Using 25 symmet-
ric eigenvectors of the NNPDF3.1 set, we
estimate a PDF uncertainty of 3.9 MeV.
We find that the CT18 (61), MMHT2014
(62), and NNPDF3.1 NNLO PDF sets pro-
duce consistent results for theW boson
mass, within ±2.1 MeV of themidpoint
of the interval spanning the range of
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Table 1. Individual fit results and uncertainties for the MW

measurements. The fit ranges are 65 to 90 GeV for the mT fit
and 32 to 48 GeV for the p‘T and pnT fits. The c2 of the fit is
computed from the expected statistical uncertainties on the
data points. The bottom row shows the combination of the six
fit results by means of the best linear unbiased estimator (66).

Distribution W boson mass (MeV) c2/dof

mT e; nð Þ 80;429:1 T 10:3stat T 8:5syst 39/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T eð Þ 80;411:4 T 10:7stat T 11:8syst 83/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT eð Þ 80;426:3 T 14:5stat T 11:7syst 69/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

mT m; nð Þ 80;446:1 T 9:2stat T 7:3syst 50/48
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

p‘T mð Þ 80;428:2 T 9:6stat T 10:3syst 82/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

pnT mð Þ 80;428:9 T 13:1stat T 10:9syst 63/62
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..

Combination 80;433:5 T 6:4stat T 6:9syst 7.4/5
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... . . ... ..
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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We present a measurement of theW-boson mass,MW , using data corresponding to 2.2 fb−1 of integrated
luminosity collected in pp̄ collisions at

ffiffiffi
s

p
¼ 1.96 TeV with the CDF II detector at the Fermilab Tevatron.

The selected sample of 470 126 W → eν candidates and 624 708 W → μν candidates yields the
measurement MW ¼ 80387" 12ðstatÞ " 15ðsystÞ ¼ 80387" 19 MeV=c2. This is the most precise single
measurement of the W-boson mass to date.
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘

T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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Systematic uncertainties

81A. V. Kotwal, SLAC, 4/11/22

Previous CDF Result (2.2 fb-1)
Transverse Mass Fit Uncertainties (MeV)

electrons   common

W statistics 19 16 0
Lepton energy scale 10 7 5
Lepton resolution 4 1 0
Recoil energy scale 5 5 5
Recoil energy resolution 7 7 7
Selection bias 0 0 0
Lepton removal 3 2 2
Backgrounds 4 3 0
pT(W) model 3 3 3
Parton dist. Functions 10 10 10
QED rad. Corrections 4 4 4
Total systematic 18 16 15

Total   26 23

 muons

Systematic uncertainties shown in green: statistics-limited by control data samples 

82A. V. Kotwal, SLAC, 4/11/22

New CDF Result (8.8 fb-1)
Transverse Mass Fit Uncertainties (MeV)

electrons   common

W statistics 10.3 9.2 0
Lepton energy scale 5.8 2.1 1.8
Lepton resolution 0.9 0.3 -0.3
Recoil energy scale 1.8 1.8 1.8
Recoil energy resolution 1.8 1.8 1.8
Selection bias 0.5 0.5 0
Lepton removal 1 1.7 0
Backgrounds 2.6 3.9 0
pT(Z) & pT(W) model 1.1 1.1 1.1
Parton dist. Functions 3.9 3.9 3.9
QED rad. Corrections 2.7 2.7 2.7
Total systematic 8.7 7.4 5.8

Total   13.5 11.8 5.8

 muons
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Discussions
(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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Method or technique impact section of paper

Detailed treatment of parton distribution functions +3.5 MeV IVA

Resolved beam-constraining bias in CDF reconstruction +10 MeV VI C

Improved COT alignment and drift model [65] uniformity VI

Improved modeling of calorimeter tower resolution uniformity III

Temporal uniformity calibration of CEM towers uniformity VIIA

Lepton removal procedure corrected for luminosity uniformity VIIIA

Higher-order calculation of QED radiation in J/ψ and Υ decays accuracy VI A & B

Modeling kurtosis of hadronic recoil energy resolution accuracy VIII B 2

Improved modeling of hadronic recoil angular resolution accuracy VIII B 3

Modeling dijet contribution to recoil resolution accuracy VIII B 4

Explicit luminosity matching of pileup accuracy VIII B 5

Modeling kurtosis of pileup resolution accuracy VIII B 5

Theory model of pWT /pZT spectrum ratio accuracy IVB

Constraint from pWT data spectrum robustness VIII B 6

Cross-check of pZT tuning robustness IVB

TABLE S1: Summary of analysis updates with respect to [43]. The second column provides a quantitative estimate
of the change induced in the previous result [43] due to the update. In case this estimate is not available, the second
column indicates whether the update is expected to improve the temporal or spatial uniformity of the detector,
increase the robustness of the analysis or the accuracy of the result.

of these updates is presented in Table S1, along with the expected impact and references to the sections of this
supplement where the respective descriptions are provided. In some cases, the additive change induced by the update
can be added to our previously published MW value of MW = 80 387± 19 MeV [41, 43] since the updated procedures
can be incorporated into the previous analysis without repeating the latter. In other cases, the impact is classified
in terms of the expected improvement in detector uniformity, analysis accuracy, or robustness. The shifts shown
in the first two rows of Table S1 result in an updated value of MW = 80 400.5 MeV. With the correlations due to
parton distribution functions, the momentum scale calibration and QED radiative corrections taken into account, the
consistency between the updated previous measurement and the new measurement is at the percent level, assuming
purely Gaussian fluctuations. Considering the large number of systematic improvements in analysis techniques, the
best estimate of MW quoted in this paper is a freestanding result obtained from a blind procedure, and supersedes
our 2012 result [41, 43] in the same spirit as the latter superseding our 2007 result [38]. Subsequent analyses with
new or modified procedures, such as independently blinded measurements in subsamples of data, are being pursued.

II. THE CDF II DETECTOR

The CDF II detector [39, 72, 73] is forward-backward and cylindrically symmetric [50]. Its relevant components, in
order of increasing radius, are a charged-particle tracking system, composed of a silicon vertex detector [74] between
radii of 2.5 cm and 29 cm, and an open-cell drift chamber [48] in the radial range of 40 < r < 138 cm and covering
the region |z| < 155 cm; a superconducting solenoid [75] with a length of 5 m and a radius of 1.5 m, generating
a 1.4 T magnetic field; electromagnetic calorimeters [76, 77] to contain electron and photon showers and measure
their energies, and hadronic calorimeters [78] to measure the energies of hadronic showers; and a muon detection
system [49] for identification of muon candidates with pT ! 2 GeV. Collision events passing three levels of online
selection (trigger) are recorded for offline analysis. The major detector subsystems are described in Ref. [43].

Charged particles with pT ! 300 MeV and |η| " 1 traverse the entire radius of the central outer tracking drift
chamber (COT) [48]. The hit positions in the COT are used to reconstruct the helical trajectory of a charged particle
using a χ2 minimization, including an optional constraint to the transverse position of the beam. The fitted helix
is parameterized by the signed transverse impact parameter (minimal distance) with respect to the nominal beam
axis, d0 (in the absence of the beam constraint); the azimuthal angle of the track direction at closest approach to
the beam, φ0; the longitudinal position at closest approach to the beam, z0; the cotangent of the polar angle, cot θ;
and the curvature, c ≡ q/(2R), where q = ±1 is the particle charge and R is the radius of curvature. The measured
track pT is proportional to the inverse of the track curvature. Information from the silicon vertex detector is not used
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• The statistical precision of the measurement from the four times larger sample is 
improved by almost a factor of 2  

• To achieve a commensurate reduction in systematic uncertainties, a number of analysis 
improvements have been incorporated  

• These improvements are based on using cosmic-ray and collider data in ways not 
employed previously to improve 

✓ the COT alignment and drift model and the uniformity of the EM calorimeter response 

✓ the accuracy and robustness of the detector response and resolution model in the simulation 

✓ theoretical inputs to the analysis have been updated 

• Upon incorporating the improved understanding of PDFs and track reconstruction, our 
previous measurement is increased by 13.5 MeV to 80,400.5 MeV  

✓ consistency of the latter with the new measurement is at the percent probability level 
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.

)2W boson mass (MeV/c
79900 80000 80100 80200 80300 80400 80500

CDF II    9±80433  

SM

ATLAS   19±80370  

SM

D0 II   23±80376  

SM

ALEPH   51±80440  

SM

OPAL   52±80415  

SM

L3   55±80270  

SM

DELPHI   67±80336  

SM

CDF I   79±80432  

SM
D0 I   83±80478  

SM

Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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and LEPmeasurements, their average becomes
MW ¼ 80;424:2 T 8:7 MeV.

REFERENCES AND NOTES

1. P. W. Anderson, Phys. Rev. 130, 439–442 (1963).
2. F. Englert, R. Brout, Phys. Rev. Lett. 13, 321–323 (1964).
3. P. W. Higgs, Phys. Rev. Lett. 13, 508–509 (1964).
4. G. S. Guralnik, C. R. Hagen, T. W. B. Kibble, Phys. Rev. Lett. 13,

585–587 (1964).
5. G. Aad et al.; ATLAS Collaboration, Phys. Lett. B 716, 1–29 (2012).
6. S. Chatrchyan et al.; CMS Collaboration, Phys. Lett. B 716,

30–61 (2012).
7. S. Glashow, Nucl. Phys. 22, 579–588 (1961).
8. A. Salam, J. C. Ward, Phys. Lett. 13, 168–171 (1964).
9. S. Weinberg, Phys. Rev. Lett. 19, 1264–1266 (1967).
10. P. A. Zyla et al., Prog. Theor. Exp. Phys. 2020, 083C01 (2020).
11. J. Feng, Annu. Rev. Nucl. Part. Sci. 63, 351–382 (2013).
12. R. Contino, T. Krämer, M. Son, R. Sundrum, J. High Energy Phys.

2007, 074 (2007).
13. G. Bertone, D. Hooper, J. Silk, Phys. Rep. 405, 279–390 (2005).
14. J. L. Feng, Annu. Rev. Astron. Astrophys. 48, 495–545 (2010).
15. S. Heinemeyer, W. Hollik, G. Weiglein, L. Zeune, J. High Energy Phys.

2013, 84 (2013).
16. S. Heinemeyer, “Electroweak precision observables and BSM

physics,” presented at the Snowmass EF04 meeting,
17 July 2020; https://indico.fnal.gov/event/43577/
contributions/191539/attachments/131503/161060/sven.pdf.

17. D. López-Val, T. Robens, Phys. Rev. D 90, 114018 (2014).
18. D. López-Val, J. Sola, Eur. Phys. J. C 73, 2393 (2013).
19. D. Curtin, R. Essig, S. Gori, J. Shelton, J. High Energy Phys.

2015, 157 (2015).
20. J. Chakrabortty, J. Gluza, R. Sevillano, R. Szafron, J. High

Energy Phys. 2012, 38 (2012).
21. B. Bellazzini, C. Csáki, J. Serra, Eur. Phys. J. C 74, 2766 (2014).
22. A. Pomarol, F. Riva, J. High Energy Phys. 2014, 151 (2014).
23. G. F. Giudice, C. Grojean, A. Pomarol, R. Rattazzi, J. High

Energy Phys. 2007, 045 (2007).
24. S. F. Ge, H. J. He, R. Q. Xiao, J. High Energy Phys. 2016, 7 (2016).
25. We use the convention ℏ ¼ c ≡ 1 throughout this paper.
26. M. Awramik, M. Czakon, A. Freitas, G. Weiglein, Phys. Rev. D

69, 053006 (2004).
27. J. Erler, M. Schott, Prog. Part. Nucl. Phys. 106, 68–119 (2019).
28. T. Affolder et al.; CDF Collaboration, Phys. Rev. D 64, 052001 (2001).
29. B. Abbott et al.; D0 Collaboration, Phys. Rev. D 58, 092003 (1998).
30. B. Abbott et al.; D0 Collaboration, Phys. Rev. Lett. 84,

222–227 (2000).
31. B. Abbott et al.; D0 Collaboration, Phys. Rev. D 62, 092006 (2000).
32. V.M. Abazov et al.; D0 Collaboration, Phys. Rev. D66, 012001 (2002).
33. V. M. Abazov et al.; CDF Collaboration, D0 Collaboration,

Phys. Rev. D 70, 092008 (2004).
34. S. Schael et al.; ALEPH Collaboration, Eur. Phys. J. C 47, 309–335

(2006).
35. J. Abdallah et al.; DELPHI Collaboration, Eur. Phys. J. C 55, 1 (2008).
36. P. Achard et al.; L3 Collaboration, Eur. Phys. J. C 45, 569–587 (2006).
37. G. Abbiendi et al.; OPAL Collaboration, Eur. Phys. J. C 45,

307–335 (2006).
38. T. Aaltonen et al.; CDF Collaboration, Phys. Rev. Lett. 99, 151801

(2007).

39. T. Aaltonen et al.; CDF Collaboration, Phys. Rev. D 77, 112001
(2008).

40. V. M. Abazov et al.; D0 Collaboration, Phys. Rev. Lett. 103,
141801 (2009).

41. T. Aaltonen et al.; CDF Collaboration, Phys. Rev. Lett. 108,
151803 (2012).

42. V. M. Abazov et al.; D0 Collaboration, Phys. Rev. Lett. 108,
151804 (2012).

43. T. Aaltonen et al.; CDF Collaboration, Phys. Rev. D 89, 072003
(2014).

44. ALEPH Collaboration, CDF Collaboration, D0 Collaboration,
DELPHI Collaboration, L3 Collaboration, OPAL Collaboration,
SLD Collaboration, LEP Electroweak Working Group, Tevatron
Electroweak Working Group, SLD electroweak heavy flavour
groups, arXiv:1012.2367 [hep-ex] (2010) and references therein.

45. T. Aaltonen et al.; CDF Collaboration, D0 Collaboration, Phys. Rev. D
88, 052018 (2013).

46. M. Aaboud et al.; ATLAS Collaboration, Eur. Phys. J. C 78, 110
(2018).

47. M. Aaboud et al.; ATLAS Collaboration, Eur. Phys. J. C 78, 898
(2018).

48. T. Affolder et al., Nucl. Instrum. Methods Phys. Res. A 526,
249–299 (2004).

49. G. Ascoli et al., Nucl. Instrum. Methods Phys. Res. A 268,
33–40 (1988).

50. The CDF II detector is centered on the beam (z) axis, which points in
the proton direction. The +x axis points outward and the +y axis
points upward, respectively, from the Tevatron ring. Corresponding
cylindrical coordinates are defined with r ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and

azimuthal angle f ≡ tan#1 y=xð Þ. Pseudorapidity is defined as
h ¼ #ln½tan q=2ð Þ], where q is the polar angle from the z axis.
Energy (momentum) transverse to the beam is denoted as ET (pT).

51. A. V. Kotwal, H. K. Gerberich, C. Hays, Nucl. Instrum. Methods
Phys. Res. A 506, 110–118 (2003).

52. F. Abe et al.; CDF Collaboration, Nucl. Instrum. Methods Phys. Res. A
271, 387 (1988).

53. J. Smith, W. L. van Neerven, J. A. M. Vermaseren, Phys. Rev. Lett.
50, 1738–1740 (1983).

54. C. Balázs, C.-P. Yuan, Phys. Rev. D 56, 5558–5583 (1997).
55. G. A. Ladinsky, C. Yuan, Phys. Rev. D 50, R4239–R4243 (1994).
56. F. Landry, R. Brock, P. M. Nadolsky, C.-P. Yuan, Phys. Rev. D

67, 073016 (2003).
57. P. Golonka, Z. Was, Eur. Phys. J. C 45, 97–107 (2006).
58. C. M. Carloni Calame, G. Montagna, O. Nicrosini, A. Vicini,

J. High Energy Phys. 2007, 109 (2007).
59. A. V. Kotwal, B. Jayatilaka, Adv. High Energy Phys. 2016,

1615081 (2016).
60. R. D. Ball et al., Eur. Phys. J. C 77, 663 (2017).
61. T. J. Hou et al., Phys. Rev. D 103, 014013 (2021).
62. L. A. Harland-Lang, A. D. Martin, P. Motylinski, R. S. Thorne,

Eur. Phys. J. C 75, 204 (2015).
63. Supplementary materials.
64. A. V. Kotwal, C. Hays, Nucl. Instrum. Methods Phys. Res. A 729,

25–35 (2013).
65. A. V. Kotwal, C. Hays, Nucl. Instrum. Methods Phys. Res. A 762,

85–99 (2014).
66. L. Lyons, D. Gibaut, P. Clifford, Nucl. Instrum. Methods Phys.

Res. A 270, 110–117 (1988).

67. T. Aaltonen et al. (CDF Collaboration), High precision
measurement of the W-boson mass with the CDF II detector,
Zenodo (2022); https://doi.org/10.5281/zenodo.6245867.

ACKNOWLEDGMENTS

We thank A. Accardi, C. Carloni Calame, S. Carrazza, G. Ferrera,
S. Forte, Y. Fu, L. Harland-Lang, J. Isaacson, P. Nadolsky, J. Rojo,
N. Sato, S. Sen, R. Thorne, A. Vicini, Z. Was, G. Watt, and C.-P. Yuan
for helpful discussions. This document was prepared by the CDF
Collaboration using the resources of the Fermi National Accelerator
Laboratory (Fermilab), a US Department of Energy, Office of Science,
HEP User Facility. Fermilab is managed by Fermi Research Alliance,
LLC (FRA), acting under contract no. DE-AC02-07CH11359. We
thank the Fermilab staff and the technical staffs of the participating
institutions for their vital contributions. Funding: This work was
supported by the US Department of Energy and National Science
Foundation; the Italian Istituto Nazionale di Fisica Nucleare; the
Ministry of Education, Culture, Sports, Science and Technology of
Japan; the Natural Sciences and Engineering Research Council
of Canada; the National Science Council of the Republic of China; the
Swiss National Science Foundation; the Alfred P. Sloan Foundation;
the Bundesministerium für Bildung und Forschung, Germany; the
National Research Foundation of Korea; the Science and Technology
Facilities Council and the Royal Society, UK; the Russian Foundation
for Basic Research; the Ministerio de Ciencia e Innovación, and
Programa Consolider-Ingenio 2010, Spain; the Slovak R&D Agency;
the Academy of Finland; and the Australian Research Council
(ARC). Author contributions: All authors contributed to various
aspects of the experiment’s construction and operation, data
acquisition and reconstruction, review of the analysis, and approval
of the manuscript. A.V.K. led the analysis and wrote the paper.
Competing interests: All authors declare that they have no
competing interests. Data and materials availability: No materials
are involved in the results presented. Data and code have been
deposited in the Zenodo repository (67) and are based on the
functionality of the CERN ROOT analysis package version 5.34/12.
License information: This work is licensed under a Creative
Commons Attribution 4.0 International (CC BY 4.0) license, which
permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited. To view a
copy of this license, visit https://creativecommons.org/licenses/
by/4.0/. This license does not apply to figures/photos/artwork
or other content included in the article that is credited to a third
party; obtain authorization from the rights holder before using
such material.

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.abk1781
Authors and Affiliations
Supplementary Text
Figs. S1 to S41
Tables S1 to S10
References (68–110)

27 June 2021; accepted 11 March 2022
10.1126/science.abk1781

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 7 of 7

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org at Y
onsei U

niversity Lib on M
ay 16, 2022

references therein]. Many of these hypotheses
include a source of dark matter, which is cur-
rently believed to comprise ~84% of the matter
in the universe (10) but cannot be accounted
for in the SM. Evidence for dark matter is pro-
vided by the abnormally high speeds of revo-
lution of stars at large radii in galaxies, the
velocities of galaxies in galaxy clusters, x-ray
emissions sensing the temperature of hot gas
in galaxy clusters, and the weak gravitational
lensing of background galaxies by clusters
[(13, 14) and references therein]. The additional
symmetries and fields in these extensions to
the SM would modify (15–24) the estimated
mass of theW boson (Fig. 1) relative to the SM
expectation (10) of MW ¼ 80;357 T 4inputs T
4theory MeV (25). The SM expectation is de-
rived from a combination of analytical rela-
tions from perturbative expansions on the basis
of the internal symmetries of the theory and a
set of high-precision measurements of observ-
ables, including the Z and Higgs boson masses,
the top-quark mass, the electromagnetic (EM)
coupling, and themuon lifetime,which are used
as inputs to the analytical relations. The un-
certainties in the SM expectation arise from
uncertainties in the data-constrained input
parameters (10) and from missing higher-
order terms in the perturbative SM calculation
(26, 27). An example of a nonsupersymmetric
SM extension is a modified Higgs sector that
includes an additional scalar field with no SM
gauge interactions, which predicts anMW shift
of up to ~100MeV (17), depending on themass
of the additional scalar particle and its inter-
actionwith the SMHiggs boson. A light (heavy)
additional scalar particle would induce a pos-
itive (negative) MW shift. Similar but smaller
shifts of 20 to 40 MeV have been calculated
in an extension that contains a second Higgs-
like field with the same gauge charges as
the SM Higgs field (18). Implications of very
weakly interacting new particles such as “dark

photons” (19), restoration of parity conserva-
tion in the weak interaction (20), the possi-
ble composite nature of the Higgs boson (21),
and model-independent modifications of the
Higgs boson’s interactions (22–24) have also
been evaluated.
Previous analyses (28–44) yield a value of

MW ¼ 80;385 T 15 MeV (45) from the combi-
nation of LargeElectron-Positron (LEP) collider
and Fermilab Tevatron collider measurements.
The ATLAS Collaboration has recently re-

portedameasurement, MW ¼ 80;370 T 19MeV
(46, 47), that is comparable in precision to the
Tevatron results. TheLEP, Tevatron, andATLAS
measurements have not yet been combined,
pending evaluation of uncertainty correlations.

CDF experiment at Tevatron

The Fermilab Tevatron produced high yields
ofW bosons from 2002 to 2011 through quark-
antiquark annihilation in collisions of protons
(p) and antiprotons (!p ) at a center-of-mass

CDF Collaboration et al., Science 376, 170–176 (2022) 8 April 2022 2 of 7

1Division of High Energy Physics, Department of Physics, University of Helsinki, FIN-00014, Helsinki, Finland. 2Helsinki Institute of Physics, FIN-00014, Helsinki, Finland. 3Istituto Nazionale di Fisica Nucleare,
Sezione di Padova, I-35131 Padova, Italy. 4University of Padova, I-35131 Padova, Italy. 5University of Michigan, Ann Arbor, MI 48109, USA. 6Fermi National Accelerator Laboratory, Batavia, IL 60510, USA.
7Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, I-00044 Frascati, Italy. 8Comenius University, 842 48 Bratislava, Slovakia. 9Institute of Experimental Physics, 040 01 Kosice, Slovakia.
10Waseda University, Tokyo 169, Japan. 11Joint Institute for Nuclear Research, Dubna RU-141980, Russia. 12Mitchell Institute for Fundamental Physics and Astronomy, Texas A&M University, College Station,
TX 77843, USA. 13Argonne National Laboratory, Argonne, IL 60439, USA. 14University of Oxford, Oxford OX1 3RH, UK. 15Center for High Energy Physics, Kyungpook National University, Daegu 702-701,
Korea. 16Seoul National University, Seoul 151-742, Korea. 17Sungkyunkwan University, Suwon 440-746, Korea. 18Korea Institute of Science and Technology Information, Daejeon 305-806, Korea. 19Chonnam
National University, Gwangju 500-757, Korea. 20Chonbuk National University, Jeonju 561-756, Korea. 21Ewha Womans University, Seoul 120-750, Korea. 22Ernest Orlando Lawrence Berkeley National
Laboratory, Berkeley, CA 94720, USA. 23Purdue University, West Lafayette, IN 47907, USA. 24The Johns Hopkins University, Baltimore, MD 21218, USA. 25Istituto Nazionale di Fisica Nucleare Pisa, I-56127
Pisa, Italy. 26University of Siena, I-53100 Siena, Italy. 27University of Pisa, I-56126 Pisa, Italy. 28University of Wisconsin-Madison, Madison, WI 53706, USA. 29Duke University, Durham, NC 27708, USA. 30The
Rockefeller University, New York, NY 10065, USA. 31Baylor University, Waco, TX 76798, USA. 32University of Rochester, Rochester, NY 14627, USA. 33University of Pittsburgh, Pittsburgh, PA 15260, USA.
34Enrico Fermi Institute, University of Chicago, Chicago, IL 60637, USA. 35Istituto Nazionale di Fisica Nucleare Bologna, I-40127 Bologna, Italy. 36University of Bologna, I-40127 Bologna, Italy. 37Michigan
State University, East Lansing, MI 48824, USA. 38Glasgow University, Glasgow G12 8QQ, UK. 39Carnegie Mellon University, Pittsburgh, PA 15213, USA. 40Institut de Fisica d’Altes Energies, ICREA, Universitat
Autonoma de Barcelona, E-08193 Bellaterra (Barcelona), Spain. 41University College London, London WC1E 6BT, UK. 42University of Illinois, Urbana, IL 61801, USA. 43University of Florida, Gainesville, FL
32611, USA. 44Instituto de Fisica de Cantabria, CSIC-University of Cantabria, 39005 Santander, Spain. 45Istituto Nazionale di Fisica Nucleare Trieste, I-34127 Trieste, Italy. 46Harvard University, Cambridge,
MA 02138, USA. 47Gruppo Collegato di Udine, I-33100 Udine, Italy. 48University of Udine, I-33100 Udine, Italy. 49Institute of Physics, Academia Sinica, Taipei, Taiwan 11529, Republic of China. 50University of
California, Davis, Davis, CA 95616, USA. 51University of Geneva, CH-1211 Geneva 4, Switzerland. 52Wayne State University, Detroit, MI 48201, USA. 53University of Liverpool, Liverpool L69 7ZE, UK.
54University of Trieste, I-34127 Trieste, Italy. 55Centro de Investigaciones Energeticas Medioambientales y Tecnologicas, E-28040 Madrid, Spain. 56Istituto Nazionale di Fisica Nucleare, Sezione di Roma 1,
I-00185 Roma, Italy. 57National and Kapodistrian University of Athens, 157 71 Athens, Greece. 58University of New Mexico, Albuquerque, NM 87131, USA. 59Massachusetts Institute of Technology,
Cambridge, MA 02139, USA. 60University of Tsukuba, Tsukuba, Ibaraki 305, Japan. 61Tufts University, Medford, MA 02155, USA. 62University of Pennsylvania, Philadelphia, PA 19104, USA. 63The
Ohio State University, Columbus, OH 43210, USA. 64Yale University, New Haven, CT 06520, USA. 65Istituto Nazionale di Fisica Nucleare Pavia, I-27100 Pavia, Italy. 66University of Pavia, I-27100
Pavia, Italy. 67Sapienza Università di Roma, I-00185 Roma, Italy. 68Institut für Experimentelle Kernphysik, Karlsruhe Institute of Technology, D-76131 Karlsruhe, Germany. 69Osaka City University,
Osaka 558-8585, Japan. 70Scuola Normale Superiore, I-56126 Pisa, Italy. 71Okayama University, Okayama 700-8530, Japan. 72University of California, Los Angeles, Los Angeles, CA 90024, USA.
73Institution for Theoretical and Experimental Physics, ITEP, Moscow 117259, Russia.
*Corresponding author. Email: ashutosh.kotwal@duke.edu
†All listed authors are members of the collaboration. ‡Visitors’ institutions are listed in the supplementary materials. §Deceased.

Fig. 1. Experimental
measurements and
theoretical predictions
for the W boson mass.
The red continuous ellipse
shows the MW measurement
reported in this paper and
the global combination of top-
quark mass measurements,
mt ¼ 172:89 T 0:59 GeV (10).
The correlation between the
MW and mt measurements is
negligible. The gray dashed
ellipse, updated (16) from
(15), shows the 68% confi-
dence level (CL) region
allowed by the previous
LEP-Tevatron combination
MW ¼ 80;385 T 15 MeV (45)
and mt (10). That combina-
tion includes the MW mea-
surement published by CDF in
2012 (41, 43), which this
paper both updates (increasing MW by 13.5 MeV) and subsumes. As an illustration, the green shaded region
(15) shows the predicted mass of the W boson as a function of the top-quark mass mt in the minimal
supersymmetric extension (one of many possible extensions) of the standard model (SM), for a range of
supersymmetry model parameters as described in (15). The thick purple line at the lower edge of the green
region corresponds to the SM prediction with the Higgs boson mass measured at the LHC (10) used as
input. The arrow indicates the variation of the predicted W boson mass as the mass scale of supersymmetric
particles is lowered. The supersymmetry model parameter scan is for illustrative purposes and does not
incorporate all exclusions from direct searches at the LHC. unc., uncertainty.
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Updates to 2012 Result (2.2 fb-1)
● Shift from CTEQ6 to NNPDF3.1 PDF used for central value = +3.5 MeV

● In the 2.2 fb-1 analysis, an additional systematic uncertainty was quoted to
cover an inconsistency between the NBC and BC Υ → μμ mass fits. 

● In this analysis we resolve the inconsistency caused by the beam-constraining
procedure, eliminating the additional systematic uncertainty and increasing the
measured M

W
 value by ≈ 10 MeV. 

● The beam-constraining procedure in the CDF track reconstruction software
extrapolates the tracks found in the COT inward to the transverse position of
the beamline. This extrapolation can and should take into account the energy
loss in the material inside the inner radius of the COT (the beampipe, the
silicon vertex detector and its services) to infer and update the track parameters
at the beam position before applying the beam constraint. 

● This update had been deactivated in the reconstruction software used for the
previous analysis. By activating this updating feature of the extrapolator, the
flaw in the BC Υ → μμ mass is corrected, which changes the momentum scale
derived from it.

A. V. Kotwal, SLAC, 4/11/22 
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Q & A 

Q: Measurement of the W boson mass as a function of running period.

A: Historically, the analysis has been designed as an inclusive analysis. In its 
current form, measuring the W mass for subsamples of the data requires repeating 
almost the entire data analysis for each subsample.

For this analysis we invested two years in completely redoing the alignment of the 
COT, making substantial improvements in both the procedures and the alignment 
quality metrics, and including dependence on running period (NIM A 762, (2014)). 

Compared to the previous analysis, we also invested in improving the uniformity 
and stability of the EM calorimeter by performing an E/p-based calibration for 
individual φ-wedges as a function of running period. 

However, many aspects of the analysis, including all calibrations related to the 
hadronic calorimeter and all the backgrounds, cannot yet be performed for subsamples 
of the data, other than by brute-force repetition. The latter would be a tedious and 
multi-year process. We plan on improving the functionality of the analysis to handle 
subsamples, which also improves our understanding of the fundamentals.


