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outlook

• I started on the machine leaning!(arXiv : 1908.10590)
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• Box size = 256(Mpc/h)
• Number of particles = 256^3
• Grid voxel = 256^3

xyz position of 
dark matter halo

3d histogram of 32 voxels

• 1 voxel have 8(Mpc/h) information
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• Box size = 256(Mpc/h)
• Number of particles = 256^3
• Grid voxel = 256^3

• Box size = 256(Mpc/h)
• Number of particles = 512^3
• Grid voxel = 512^3

• Box size = 256(Mpc/h)
• Number of particles = 128^3
• Grid voxel = 128^3

Change for grid size
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Data

Number of halo

Halo mass
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𝜌 =
𝑁 ∗ 𝑀

𝑉



DATA

• Only using 0(Mpc/h) < x,y,z < 64 (Mpc/h) 
• Including only 0~64 information

• At each side : [0,64] [64,128] [128, 192] [192, 256] >> 
32 voxel histogram

• Including all information of the box scale
• Total 64(4^3) for one cosmology

(Short version) (cut version)
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• 1 voxel have 2(Mpc/h) information
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128_short 128_cut

256_short 256_cut

512_short 512_cut

Data set
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128_short 128_cut

256_short 256_cut

512_short 512_cut
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conclusion

• I’m not sure about what is going on..
• There are possibility of my mistakes + possibility of different results each time when I run it even 

I used same model and same data(I have to check)

• I’m going to try running with different cosmology + same seed
• Also, I have to understand about mathematics on how each layer works

Next step


