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MEOQO

In phase-2 upgrade of CMS, MEO will be installed at the

endcap as a part of the Muon system

Featurel'l:

o 6B-layers of triple Gas Electron Multiplier (GEM) Chamber
— Stack

° 18 Stacks will be installed for each disk
o |nnerradius = 0.6 m/ Outer radius= 1.5 m

o Covers 2.0 < |n| < 2.8, Ap = 20°
— The only muon detector above |n| = 2.4

o Consists of 8 partitions along the n direction (in) and 384 strips (374 forin =1)

along the @ direction

Due to the high background environment of MEQO, it is important

to trigger on proper targets

24 October 2025

n partition

University of Seoul

n 0.1 0.z 0.3 04 0.5 08 0r 0.8 0.9 1.0 1.1
g 843 7BE" TIA® BTF° 625" 57.5° 52.8° 484" 44.3° 40.4° e nooe

8 T T al v = : ¥ . - o
’: T T T I:_ | T T l T _.-I T ¥ ! T \ T [ l T o 1‘5 1 1.2 335

14 2T
- 15 252°

- 1.6 22.8°

Z o7 207
1 1.8 188
IR

. 20 154°
— 21 14.0°
2.2 126°
2.3 115°

e 241040
L= 25 940

o2 700
a0 s7°

..... -1 40 21°

__I-, ,,,,,,,,,,, i T S ; = BO0 077"
12 z (m)

[1] “The Phase-2 Upgrade of the CMS Muon Detectors”, CMS Report (2017)
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MEOQO Stub Finder

1. Pre-Processing Data
1) Pad Strip : PadStrip(N) <= Strip(2N) Or Strip(2N+1)

- Reducing the processing time
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\l
313l 3 31|13
0 3 L 7107l 8 8|8 mEn
8ll9lllo 213
\_ 4 \_ J
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8 partitions

6 Layers\
Deep

- e
192 strips wide

2) Combined eta partitions :
Original 8 eta Partitions + 7 virtual partitions (combined data of two adjacent eta partitions)
—> Able to detect a track crossing two eta partitions
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Used Sample :

n
M E O St b F n d r For efficiency : 50,000 events, each containing 8 randomly generated muons with uniform p:=1-200 GeV
u I e and |n|=2.0-2.8, along with an average of 200 additional pile-up collisions per bunch crossing (BX)

For Minbias rate : 50,000 events, only pile-up collisions, with an average of 200 per BX

2. Scanning Pad Data with [ Patem 17 Pad Strp 0 N o1
pattem masks O00000000EOOCO000C000000000000000000O0 000000000000000000000 tavero
0 000000000EO000000000COOO000000oOOna 000000000000000000000 tever
Pattern 1.3.5. ... . 15 000000000000000R000000000000000000000000 000000000000000000000 taver2
L SERRERERER 000o0060o00000o0Ro0000000000000000000n0n” © " 000000000000000000000 tevers
are mirrored patterns of | Pattern 16 000000000000O0000E0000000000000000000000 000000000000000000000 tevers
Pattern 2, 4,6, ..., 16 000oooo O000000E000000000000000000000  000000000000000000000 tevers

e)f)‘,,]”,,,‘ — Pad Strip: 0 > 191
~Pattern 13 - Pattern 14 OO0o000Cooo 000000000O000O00oO0OOooooon 000000000000000000000 tayero
------------ 1 LA O00000000Do0n 00000000000000000Oo00oono 000000000000000000000 vevert
00000000000COOddOOO0oOOdoO0dO00ooCOoOoOonn 000000000000000000000 taver2
00000000000000o0 000000000Oo0D0OOonOnon ™ "o00000000000000000000 tevers
O0000000oO0OOoOoOon e 000000000000000000000 vayer4
O0000000O00OOOOoO 00000000oO0O0ooooon 000000000000000000000 teyers

=> Segment!

« Segments that satisfy certain conditions are sent to the Endcap Muon Track Finder (EMTF)
o Asegment must have hits in at least 4 layers (Minimal requirement)
o 27 Bits per segment (4 : Eta/ 10 : Phi/ 9: Bending Angle / 4 : Quality)

o Position and Bending Angle are obtained by linear regression (# of matched muon track)

Muon Efficiency = (# of total muon track)

« Simulation result with minimal requirement:

. (# of unmatched segment)
= 7 Minbias rate per chamber =
99.17 % p

(36 chambers) x (25 ns)

o Efficiency x (Fill Factor)
o Minbias rate per chamber = 179.7 MHz

Concerning number of segments to send EMTF / most of them are effect of Pile-up = need to filter the segments from Pile-Ups

24 October 2025
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MEO Stub Finder with ML

Segment (15, 4, 4)

« Study for MEO Stub Finder (MEOSF) using CNN MEOQO Stub Finder

o CNN show great performance in pattern finding problem

|
* Model: Segment position (15, 192)

o 1-3 layers of 2D Convolution filter + ReLU between CNNs
o Set to be light to meet the maximum processing time of MEOQ Trigger system Sigmoid
* Input Data : (15, 6, 192)
- Pad Strip data for 15 n partitions (8 original n partitions + 7 virtual partitions) 2D Convolution layer

o Training data : muons with p; = 1-10 GeV and average 200 Pile-Up (~100,000 events)
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MEO Stub Finder with ML

Output Data : (15, 192)
Segment strip position
15 vectors corresponding to strip-wise segment position for 15 partitions
Each vector has 192 dimensions and nt" dimension correspond to nt" pad strip
The score of 0 to 1 will be given representing how a segment is likely be at that pad strip
MEOSF will only run on the strips specified by the model, while the standard algorithm scans all strips

- Potential to decrease the processing time for MEOSF

II\|

one n partition hit map

Model Output (Score)

m}——
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Used Sample :

R I t I For efficiency : 50,000 events, each containing 8 randomly generated muons with uniform p;=1-200 GeV
e S u and |n|=2.0-2.8, along with an average of 200 additional pile-up collisions per bunch crossing (BX)

For Minbias rate : 50,000 events, only pile-up collisions, with an average of 200 per BX

100 CMS simutation Preliminary PU200 (14 TeV) CMS simulation Preliminary PU200 (14 TeV) - FMS Simulation Preliminary PU200 (14 TeV)
I = o H—tr & & s - " " N N 2 =
= g0 —* Loosecuts — G " ¢ ——— T o % 2 r
5 = |- 1layer CNN o B w 0995 —
€ B0 = 2layer CNN c 5 —— e S aw— —
© C 4 g 0.98— = —— »—o—-__‘,;b_:s:
5 ~ |3 layer CNN = L = 099— mmll —
5 70— _+ C [ —
& - —e Loose cuts 0.985 — s S ——
© 60:— 0.964|. —— 1 layer CNN C — .|
8 E | = 2 layer CNN 098 — :
a 50— L
£ E —0— —+— 3 layer CNN C
Z a0 0.94 - - 0.975
r — = ~ |-*-Loose cuts
30— ' i 097 |~ 1layer CNN
C 0.92 : -~ 2 layer CNN
20 - — L 0.965 — | = 3 layer CNN 5
E —_— L ' =
10— H ZSTOJH_ H = =
——r — 0.9 0-961 | | | | | | |
L1 L1l \\‘\\llll‘\\\ll\\\l \\‘I -\II \\\\ll ‘\\\Illllll\‘\\\llll\‘\\Illl 1 e e O b
0 2 3 4 5 6 7 8 0O 5 10 15 20 25 30 35 40 45 _ 50 1 2 3 4 5 6 T bartion
n Partition P, (GeV) n
*
Overall performance Loose cut 1 layer CNN | 2 layers CNN | 3 layers CNN
Muon Efficiency 99.17% 98.70% 99.04% 99.21%

Minbias rate per chamber 179.7 MHz 114.3 MHz 90.10 MHz 80.32 MHz

(# of matched muon track)
(# of total muon track)

* “Loose cut” indicate the standard MEOSF implementation with a minimal segment requirement, defined as having Muon Efficiency =

hits in at least 4 layers. The “loose cut” is also applied to CNN assisted MEOSF Minbias rate per chamber = (”ég’g zg;ﬂni:)c:g;if?;smfsr;t)x (Fill Factor)

24 October 2025 University of Seoul 6




Optimization - Stride

* In convolutional neural networks (CNNs), stride controls how the filter moves across the image:
 The CNN filters move one pixel at a time if stride is 1
« Otherwise, they skip (stride - 1) pixels

S s
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0Oj1]0]11171]0 o(f1{011(110
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" - N
Oi1[0y13110 0[150t1 (10
( 1101101011 276 | st g 1104150011
T1i1]oi140(1 1011031101
B o ‘ 2.98 768 | 231 B : A
: 010111110 r0]011 : 11110
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Used Sample :

| | n ™ =
( ) t I I l a t ‘ ’ n S t r d 10,000 events, each containing 8 randomly generated muons with uniform p:=1-10 GeV and |n|=2.0-2.8,
p I I Z I B I e along with an average of 200 additional pile-up collisions per bunch crossing (BX)

CMS simulation Preliminary PU200 (14 TeV) CMS simulation Preliminary PU200 (14 TeV)
o 1 > 1
3] - = . . .
I E +  Optimize the number of stride for
2 | each CNN layer to reduce
2 0.98- 0.8 . . . .
P . | processing time while preserving the
= | L
F 0.97_ performance
0.96 0.6] + Tested with the 2 layers model with
095" /+/ N,erne=5, kernel size =
094_ 1CNN Layer | 0.4] 1 CNN Layer ((3, 5), (6, 5)) or
L 2 CNN Layers, s = ((1,1), (1,1) ———— 2CNN Layers, s = ((1,1), (1,1}) i .
O 93; 2 CNN Layers, s = ((1,2), (1,2)) | 1 ———— 2 CNN Layers, s = ((1,2), (1,2)) ((3, 5), (3, 5) for Vertlcal St”de = 2)
' E 2 CNN Layers, s = ((1,4), (1,1)) H —— 2 CNN Layers, s = ((1,4), (1,1)) . . . .
0.92 2ONN Layers 5= (2, (1) || 0.2 | —— 2oWNLayers;s= @111 * Quantization-aware training is not
; 2 CNN Layers, s = ((2,2), (1.2)) ——— 20NN Layers, s = ((2.2), (1.2)) a ppl |ed
091_ 2 CNN Layers, s = ((2,4), (1,1)) || Il ———— 2 CNN Layers, s = ((2,4), (1,1))
E‘ | | | | | ‘ | | | | | | | ‘ | | | | 0 | | | | | | | | | |
0 0.01 0.02 0.03 0.04 0.05 0 0.2 0.4 0.6 0.8Eff 1 P
i ici - rue Positive
False Positive Rate iclency Efficiency = True Positive + False Nagative

Purity = True Positive
Y = True Positive + False Positive

* Each point indicates 95% efficiency at 1-10 GeV samples

 Stide [ Tlayer ONN_[ (11,11 (12,12 3.4, @D @212 @900

Efficiency 0.9512 0.9504 0.9501 0.9504 0.9514 0.9504 0.9506
Purity 0.1428 0.4952 0.4802 0.4223 0.4312 0.4042 0.3963
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Processing Latency

*  Processing Latency result from Vitis-hls synthesis
» Target Device = xcvu13p-flga2577-2-e
» Target Clock Period = 2.778 ns
*  Minimum Requirement : Max Latency < 1 s

* Using Model of N,.,=5, Kernel size = (3, 5), (6, 5) or ((3, 5), (3, 5) for vertical stride = 2) / N,,,; = 5/ 8 bits quantization

Max Latency FF LUT Efficiency Purity
(cycle / absolute) | (Total / Utilization SLR %) | (Total / Utilization SLR %)

1 layer CNN 33/91.67 ns 228,751/ 26% 1,277,557 1 295% 0.9512 0.1428
(zslt?.):jeic(;\l [1\]), (1,1)) 1,359/ 3.775 ps 463,788 / 53% 1,057,236 / 244% 0.9504 0.4952
(zslt?:jeeric(;\lgj) (1,2)) 640/1.778 s 211,722/ 24% 434,080 / 100% 0.9501 0.4802
(2S|t%eers=c(;\1 Zl), (1,1)) 351/0.975 ps 128,373/ 14% 252,951/ 58% 0.9504 0.4223
(zslt?:jeic(glql) (1,1)) 784/2.178 s 238,345/ 27% 530,045 / 122% 0.9514 0.4312
(zslt?:jeeric(glg) (1,2)) 350/0.972 s 111,982 / 12% 224,469 / 51% 0.9504 0.4042
2 layers CNN

207/ 0.575 ps 73,438/ 8% 127,650 / 29% 0.9506 0.3963

(Stride = (2,4), (1,1))

24 October 2025 University of Seoul 9




Used Sample :

R I t I I For efficiency : 50,000 events, each containing 8 randomly generated muons with uniform p;=1-200 GeV
e S u and |n|=2.0-2.8, along with an average of 200 additional pile-up collisions per bunch crossing (BX)

For Minbias rate : 50,000 events, only pile-up collisions, with an average of 200 per BX

CMS simuiation Preliminary PU200 (14 TeV) CMS simuiation Preliminary PU200 (14 TeV) - CMS simuiation Preliminary PU200 (14 TeV)
— 1007 | T e e ” 2 1—
o > A e g
= 90— | —e— Loosecuts = 5 i 2 -
5] C = 2 ONN layers (s = (1,1), (1,1)) 5 L i 0.995— —_—
2 = c e 5 ——o—
E 80 - —a— 2 CNN layers (s = (2,4), (1,1)) s L 5 — L ———3 -,
5 - S 095 = 099 =
3] = r -
;‘ 60 = i —e— Loose cuts 0.985 — $
g B :+ 2 CNN layers (s = (1,1), (1,1)) =
g 50— 09— —=— 2CNN layers (s = (2,4), (1,1)) 0.98—
£ - r
= a0 - 0.975
= C —=a&— Loose culs
20 = RN, S S— e 0.97 - 2 CNN layers (s = (1,1), (1,1))
= 0.85 P - | —— 2CNNayers (s = (24), (1.1)
20 ) ] [ 0.965 —
10— ! —— B i C
r -~ —o— —a—— 0.96
M ‘ | | | 0.8— O I Lo b b P R
0 - L1 | —— L1 L1l I | | —— | —— L1 ¥ 11 5 6 7 8
1 2 3 4 5 6 7 8 0 n Partition

n Partition

2 CNN layers 2 CNN layers

Overall performance Loose cut*

e (s=(1,1), (1,1) |(s=(2,4), (1,1))
Muon Efficiency 99.17% 99.11% 99.28%
Minbias rate per chamber 179.7 MHz 49.66 MHz 73.55 MHz

(# of matched muon track)
(# of total muon track)

* “Loose cut” indicate the standard MEOSF implementation with a minimal segment requirement, defined as having Muon Efficiency =

hits in at least 4 layers. The “loose cut” is also applied to CNN assisted MEOSF Minbias rate per chamber = (”é;é zg;”n?:)c:;;ij?;smfsr;t)x (Fill Factor)
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Summary

 CNN Models are trained to filter the pile-up induced segments in MEOSF
» Stride size is optimized to minimize the processing time while maintain the performance
o There was no critical difference in the performance after applying the strides
o The processing time and resource usage decreased inversely proportionally to the stride size of 1st CNN
layer
« CNN Models effectively reduced the minbias rate while preserving efficiency even for high n or low p;
o Performance drop was observed after applying strides to CNN layers, but it still able to remove > 50% of

minbias rate

Next Plan

» Further optimization for N kernel size and quantization precision

kernel»

* Get the full processing time of MEOSF combined with ML models

24 October 2025 University of Seoul 11
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Performance

* Performance of MEOSF combined with Models combined

« Sample

o For efficiency : 50,000 events, each containing 8 randomly generated muons with uniform p;=1-200 GeV and |n|=2.0-2.8,
along with an average of 200 additional pile-up collisions per bunch crossing (BX)

o For Minbias rate : 50,000 events, only pile-up collisions, with an average of 200 per BX

. A(PadStrip)
* Matching rule : - »l
: : : . ;000000000000 e
- Asegment is considered matched with a muon track if Y DDDEO0OOOOOD e 5 Bording An
" : o o 000008000000 cever ending Angle =
Eta pOS|t|0n match . |(T] Partltlon)MuonTrack - (T] Partltlon)segmentl <1 A(Layer) gggggggg ggg Layer 3 A(PadStrlp)/A(Layer)
Strip position match : |(Pad5trip)MuonTrack — (PadStTip)segmentl <5 ¥ OABOOOODE00D wes

Bending angle match : |(Bending Angle) yuontrack —(Bending Angle)segment| <04

(# of matched muon track)
(# of total muon track)

* Muon Efficiency =

(# of unmatched segment)
(36 chambers) x (25 ns)

Fill Factor=0.7710

» Minbias rate per chamber = x (Fill Factor)

24 October 2025 University of Seoul 13




Overall performance

o 1CMS Simulation Preliminary PU200 (14 TeV) o CMS simuiation Preliminary PU200 (14 TeV)
% 08 % ocal. * e Best Discriminator Points
g E /
06| "'
0.96 —
04l — 1 layer CNN r — 1layer CNN
I e 0.94— i
—— 2 layer CNN I —— 2 layer CNN
0-27 /‘/,' — 3 layer CNN 0‘92— — 3 layer CNN
02 04 os ' o 004 006 008 o
False Posﬂwe Ra1e False Positive Rate
_ Loose cut” 1 layer CNN 2 layers CNN | 3 layers CNN
Efficiency 99.19 % 98.70 % 99.04 % 99.21 %
Minbias rate per chamber 179.7 MHz 114.3 MHz 90.10 MHz 80.32 MHz

For every case of CNN, Minbias rate is reduced by 1/3 to 1/2 of the one from the

standard MEOSF while preserving ~99% of Efficiency, even for the 1-layer CNN
* “Loose cut” indicate the standard MEOSF implementation with a minimal segment requirement, defined as having
hits in at least 4 layers. The “loose cut” is also applied to CNN assisted MEOSF

24 October 2025 University of Seoul 14




Quantization

FP32 INT8

quantization
o W [ | -1.76 —

y=W-x+b y=swWy —zw) - Sx(xXqg —2zy) + b

Yint = (I/Vq Zy) * (xq Zy) + L,st‘

« Technique to simplifies the computation of deep learning model reducing memory usage and increasing
processing speed
» Reducing the number of bits in weight
* Pruning multiple layer of network
« To fit in the required processing time, quantizing the model is essential

24 October 2025 University of Seoul 15




Quantization-aware Training

* Quantization-aware training for 2 and 3 layers CNN model with 4 and 8bits quantization

+ Kernel size = (3, 5) for intermediate layer and (6, 5) for final layer, N, ;o) = 9

2 Layers CNN

3 Layers CNN

24 October 2025
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4bits Quantization

— Efficiency
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cut
—— Efficiency
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Cut
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8bits Quantization

— Efficiency
Purity
10-11 107? 1077 107° 103 107
cut
T T T
10711 1072 1077 1078 1073 1071
cut
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Quantization-aware Training

CMS simuiation Preliminary PU200 (14 TeV) ; CMS simuiation Preliminary PU200 (14 TeV)
] > :
) L e
= -
=
£ 0.8—
$ 098 |
=
L 0.6—
0.96—
: 2 layer CNN, 4 bits 2 layer CNN, 4 bits
~ :I ———— 3 layer CNN, 4 bits 0.4 L ———— 3 layer CNN, 4 bits
0.94— | ! : ——— 2layer GNN, 8 bits b 2 layer NN, 8 bits
[ 3 layer GNN, 8 bits M 3 layer CNN, 8 bits
r 2 layer CNN, no quantization 2 layer CNN, no quantization
| 0.2
O . 92 L 3 layer CNN, no guantization 3 layer CNN, no quantization
097|||||||| [ R 0 oo | [ I R R
' 0 0.02 0.04 0.06 0.08 0.1 0 0.2 0.4 0.6 0.8
False Positive Rate Efficiency

Using 95% efficiency point

2Iayer, 4bits | 3 layer, 4bits | 2 layer, 8bits | 3 layer, 8bits
(no quantization) (no quantization)

Efficiency 0.9632 0.9682 0.9515 0.9522 0.9504 0.9506
Purity 0.1385 0.1346 0.1965 0.2508 0.2323 0.2777

University of Seoul 17
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ML Out Example

DigiHit SimHit

0 25 30 75 100 125 150 175 . 0] 25 50 73 100 125 150 175

Strip Strip
Seg Position from ML : 64, 65, 63 Real Track Position : 64
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ML Out Example

DigiHit SimHit
1.0 1.0
0
) .
2 N
g
3
3 .
4
5
0 25 50 75 100 125 150 175 . 0 25 50 75 100 125 150 175
Strip Strip
Seg Position from ML : 178, 177, 168 Real Track Position : 178
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ML Out Example

DigiHit SimHit
1.0 0.100
0.075
0.8
0.050
0.6 0.025
0.000
0.4 ~0.025
—0.050
0.2
—0.075
0.0 —0.100
0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175
Strip Strip
Seg Position from ML : Real Track Position :

24 October 2025 University of Seoul 20




ML Out Example

DigiHit SimHit
1.0 0.100
0.075
0.8
0.050
0.6 0.025
0.000
0.4 ~0.025
—0.050
0.2
—0.075
0.0 —0.100
0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175
Strip Strip
Seg Position from ML : 88, 87 Real Track Position :

24 October 2025 University of Seoul 21
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